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A differential space-time block code (DSTBC) modulation scheme is used to improve the performance of DS-CDMA systems in
fast time-dispersive fading channels. The resulting scheme is referred to as the differential space-time block code modulation for
DS-CDMA (DSTBC-CDMA) systems. The new modulation and demodulation schemes are especially studied for the down-link
transmission of DS-CDMA systems. We present three demodulation schemes, referred to as the differential space-time block code
Rake (D-Rake) receiver, differential space-time block code deterministic (D-Det) receiver, and differential space-time block code deter-
ministic de-prefix (D-Det-DP) receiver, respectively. The D-Det receiver exploits the known information of the spreading sequences
and their delayed paths deterministically besides the Rake type combination; consequently, it can outperform the D-Rake receiver,
which employs the Rake type combination only. The D-Det-DP receiver avoids the effect of intersymbol interference and hence
can offer better performance than the D-Det receiver.
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1. INTRODUCTION

The performance of wireless communications systems can
be increased drastically by exploiting the spatial diversities
offered by multiple transmit and receive antennas in fading
channels [1]. Traditionally, research work in spatial diversity
mainly focused on the receiving diversity. In fact, receive an-
tenna diversity is being used in base stations to improve the
reception in current cellular systems, whereas transmit diver-
sity is just beginning to attract attention [1].

Recently, Alamouti [2] proposed a simple and useful
transmit diversity scheme to improve the overall perfor-
mance of wireless communication systems in flat fading
channels. This scheme is one of many interesting techniques
emerging in the field of space-time coding, a new coding and
signal processing technique that is designed for use withmul-
tiple transmit antennas (cf. [1] and the references therein).
It introduces temporal and spatial correlation into signals
transmitted from different antennas to provide transmit

diversity and coding gain over an uncoded system. However,
Alamouti’s method as well as many other transmit diversity
schemes, such as those in [3, 4], are based on the assump-
tion that perfect channel state information (CSI) is available
at the receiver. Although training is a feasible way to obtain
CSI when the channel is stationary or changes slowly, it will
incur excessive overhead or even fail when the channel ex-
periences fast fading. (Third-generation European cellular
standards are required to operate on trains with a speed of
up to 500 km/h [5].) In view of this, differential space-time
modulation (DSTM) schemes were introduced as extensions
of the traditional differential phase shift keying (DPSK) [6]
in flat fading channels [5, 7, 8]. DSTM schemes obviate the
need for channel estimation at the receiver, while maintain-
ing the desired properties of space-time coding techniques.
By combining themerits of the DSTM scheme and the spread
spectrum technology, a differential space-code modulation
(DSCM) scheme was devised to combat unknown interfer-
ence and jamming in flat fading channels [9].
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More recently, space-time block codes (STBC) based
differential space-time block code (DSTBC) modulation
scheme was proposed in [10]. DSTBC has the same diver-
sity gain as but offers higher coding gain than the unitary
group code based DSTM schemes. This is not surprising in
view of the fact that STBC is optimal in terms of SNR [11].
Moreover, the decoding of the DSTBC modulation scheme
is more efficient than for the DSTM schemes, especially for
large constellations, since the former allows for a decoupled
linear detection, with which it is to detect each information
symbol separately.

In this paper, we combine the merits of DSTBC and the
spread spectrum technology to propose a new modulation
scheme to improve the performance of DS-CDMA systems in
fast time-dispersive fading channels. This scheme is referred
to as the differential space-time block code modulation for
DS-CDMA (DSTBC-CDMA) systems. The new modulation
and demodulation schemes are studied for the down-link
synchronous transmission of DS-CDMA systems withmulti-
ple antennas at both the base station and mobile units, oper-
ating in fast time-dispersive fading channels. We devise three
demodulation schemes, referred to as the differential space-
time block code Rake (D-Rake) receiver, differential space-
time block code deterministic (D-Det) receiver, and differen-
tial space-time block code deterministic de-prefix (D-Det-DP)
receiver. By making use of a two-step least-square (LS) fit-
ting approach, the proposed modulation and demodulation
schemes yield simple receivers.

We demonstrate with simulation examples that the D-
Det receiver can perform better than the D-Rake receiver
in that the former can offer lower bit-error-rate (BER), es-
pecially for moderate to high SNR. The reason is that the
D-Rake receiver employs the Rake type combination only,
whereas the D-Det receiver not only employs the Rake type
combination, but also exploits the known information of
spreading sequences and their delayed paths deterministi-
cally. Since the D-Det-DP receiver avoids the effect of in-
tersymbol interference by discarding the data samples cor-
rupted by the intersymbol interference, it can offer better
performance than the D-Det receiver. We note that the supe-
riority of the D-Det and D-Det-DP receivers over the D-Rake
receiver is not due to the number of transmit antennas; this
means that even when we have only one transmit antenna,
using every spreading sequence including all of their delayed
versions deterministically is still a better choice than the Rake
type receiver.

The rest of the paper is organized as follows. Section 2
briefly reviews the DSTBC modulation scheme. Section 3
describes the DSTBC-CDMA scheme. Three demodulation
approaches, namely the D-Rake, D-Det, and D-Det-DP re-
ceivers, are given in Section 4. Simulation results are pre-
sented in Section 5. Finally, we deliver our comments and
conclusions in Section 6.

2. REVIEWOF DSTBC

To facilitate our presentation, we first briefly review the
DSTBC modulation scheme of [10]. Let M, N , L, and P

denote the number of transmit antennas, the number of re-
ceive antennas, the time length of a space-time block code,
and the number of symbols transmitted during L time sam-
ples, respectively. Let Ck be the kth M × L space-time block
code matrix to be transmitted by theM antennas over L time
samples (transmitted column by column). For simplicity, we
only consider the case of M = L (see [10] for more general
cases). In this case, Ck satisfies

CH
k Ck = CkCH

k = IM, (1)

where (·)H denotes the conjugate transpose, IM is an M ×M
identity matrix, and

Ck = Ck−1Gk, C0 = IM, (2)

with Gk being the kth M × M information carrying matrix.
Let s̄k,p, s̃k,p, p = 1, 2, . . . , P, be, respectively, the real and
imaginary parts of sk,p, the pth information symbol of the
time block k, which is an element of a unitary constellation
� (i.e., |sk,p|2 = 1, p = 1, 2, . . . , P). We have

Gk =
1
P


 P∑

p=1

Aps̄k,p + i
P∑
p=1

Bps̃k,p


 , (3)

where Ap, Bp, p = 1, 2, . . . , P, are the space-time coding ma-
trices obtained from the theory of orthogonal designs and
amicable orthogonal designs [12, 13], which have the follow-
ing properties:

AH
j A j = A jAH

j = I, BH
j B j = B jBH

j = I, ∀ j,
AH

j Ak = −AH
k A j , A jAH

k = −AkAH
j , j �= k,

BH
j Bk = −BH

k B j , B jBH
k = −BkBH

j , j �= k,

AH
j Bk = BH

k A j , A jBH
k = BkAH

j , ∀k, j.

(4)

It can be shown that [10]

GkGH
k = GH

k Gk = I (5)

when the above properties hold. The data rate is

R =
P

L
log2 |�| bit/s/Hz, (6)

where |�| denotes the number of elements in�. For example,
forM = L = P = 2,

A1 =
[
1 0
0 1

]
, A2 =

[
0 1
−1 0

]
,

B1 =
[
0 1
1 0

]
, B2 =

[
1 0
0 −1

]
,

(7)

is a set of matrices satisfying the above properties. Note that
this set of matrices represents the Alamouti code [2].

Let H ∈ CN×M be the fading matrix in a flat fading envi-
ronment and let Ek ∈ CN×L be the additive noise matrix. The
array received data matrix Yk ∈ CN×L has the form
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Yk = HCk + Ek, (8)

where H is assumed to be a deterministic unknown matrix
and the elements of Ek are assumed to be independently and
identically distributed complex Gaussian random variables
with zero-mean and variance σ2. The channel fading matrix
H is assumed to be the same for Yk−1 and Yk. Then the max-
imum likelihood (ML) differential receiver is given by [10]

ŝk,p= arg max
sk,p∈�

{
Re
[
tr
(
AH

p Y
H
k−1Yk

)
s̄k,p
]

−Re
[
tr
(
iBH

p Y
H
k−1Yk

)
s̃k,p
]}
, p=1, 2, . . . , P,

(9)

where Re{·} denotes the real part of the argument and tr(·)
denotes the trace of a matrix. Note that the detection of the
P symbols {sk,p}Pp=1 is decoupled.

3. DSTBC-CDMAMODULATION

The above DSTBC modulation scheme can be readily
modified for the down-link synchronous transmission of
DS-CDMA systems, where multiple transmit antennas are
easy to deploy at base stations. In view of this, we consider
the down-link case only in this paper though the schemes
proposed herein can be applied to the up-link case as well.

Let U be the number of synchronous down-link users,
and Ck,u ∈ CM×L be the space-time block code matrix for
user u, u = 1, 2, . . . , U , at the kth time block (the time inter-
val used to transmit U space-time matrices simultaneously).
By using L spreading sequences to spread the L columns of
Ck,u (to transmit the L columns simultaneously) for each user
and by using different spreading sequences for different users
(to transmit the space-time codes of all of the users together),
we have the new modulation scheme—DSTBC-CDMA. At
the jth time sample of the kth time block, the transmitted
signal is

sk( j) =
U∑
u=1

Ck,udu( j), j = 1, 2, . . . , J, (10)

where J is the length of the spreading sequences and {du( j) ∈
CL×1, j = 1, 2, . . . , J} are the L unit-energy spreading se-
quences for the uth user. (Note that we do not constrain the
spreading sequences to be short ones and hence this scheme
is also applicable to long sequences.) The information carry-
ing matrix

Gk,u =
1
P


 P∑

p=1

Aps̄k,u,p + i
P∑
p=1

Bps̃k,u,p


 ∈ C

L×L (11)

is related to Ck,u and Ck−1,u as follows:

Ck,u = Ck−1,uGk,u, u = 1, 2, . . . , U. (12)

We consider herein the case that each user knows the
spreading sequences of all other users; the confidentiality of

the different users can be done by other means such as en-
cryption. We consider time-dispersive fast fading channels
by modeling the channel impulse response as a finite impulse
response (FIR) filter with length L f [14] and assume that the
code-timing is known. Let yk,l f ( j) denote the jth sample of
the receiver output (noise free) of the l f th tap of the FIR fil-
ter, l f = 0, 1, . . . , L f − 1, at the kth time block. Then

yk,l f ( j)=
U∑
u=1

Hl f Ck,udu
(
j − l f

)
, l f =0, 1, . . . , L f − 1, (13)

where Hl f ∈ CN×M is the deterministic unknown channel
matrix of the l f th tap between the N receive antennas and
the M transmit antennas. Note that all users have the same
channel in the down-link transmission. The output of the
receiver antenna is

yk( j) =
L f −1∑
l f =0

yk,l f ( j) + ek( j)

�
L f −1∑
l f =0

Hl f Ckd
(
j − l f

)
+ ek( j), j = 1, 2, . . . , J,

(14)

where Ck = [Ck,1 Ck,2 · · · Ck,U] ∈ CM×LU , d( j) =
[dT1 ( j) dT2 ( j) · · · dTU( j)]

T ∈ CLU×1 with (·)T denoting the
transpose, and ek( j) denotes the additive zero-mean white
complex Gaussian noise vector with covariance matrix σ2I
plus the intersymbol interference (ISI) due to transmitting
Ck−1.

4. DEMODULATION SCHEMES

We obtain below three different demodulation schemes, that
is, the D-Rake, D-Det, and D-Det-DP receivers for the sym-
bol detection.

4.1. The D-Rake receiver

By employing the tap-delay expression, we can stack up the
L f vector outputs of (14) into a larger vector as

xk( j) �




yk( j)
yk( j + 1)

...
yk( j + L f − 1)




=




H0Ckd( j) + ẽk,0( j)

H1Ckd( j) + ẽk,1( j)
...

HL f −1Ckd( j) + ẽk,L f −1( j)


 ∈ C

NLf ×1,

j = 1, 2, . . . , J,

(15)

where for l̃ f = 0, 1, . . . , L f − 1,

ẽk,l̃ f ( j) =
L f −1∑

l f =0,l f �=l̃ f
Hl f Ckd

(
j − l f + l̃ f

)
+ ek
(
j + l̃ f

)
. (16)
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In (16), we have lumped all but the l̃ f th path of each signal
into ẽk,l̃ f ( j). Note that for some j and l̃ f , ẽk,l̃ f ( j) also contains
the tails of the previous modulated space-time codes Ck−1 or
the heads of the following modulated space-time codes Ck+1.

Let

H = [HT
0 HT

1 · · · HT
Lf −1]

T ∈ C
NLf ×M (17)

and ẽk( j) = [ẽTk,0( j) ẽTk,1( j) · · · ẽTk,L f −1( j)]
T ∈ CNLf ×1. We

have

xk( j) = HCkd( j) + ẽk( j). (18)

By denoting

Xk = [xk(1) xk(2) · · · xk(J)] ∈ C
NLf ×J ,

D = [d(1) d(2) · · · d(J)] ∈ C
LU×J ,

Ẽk = [ẽk(1) ẽk(2) · · · ẽk(J)] ∈ C
NLf ×J ,

(19)

we have the following data matrix:

Xk = HCkD + Ẽk. (20)

By assuming that the channel matrix H remains constant
while transmitting two adjacent space-time codes Ck−1 and
Ck for all users, we consider the LS approach for the detec-
tion of {sk,u,p}u=1,...,U,p=1,...,P . Since the noise and interference
term Ẽk is not white, the LS fitting approach is different from
the exact ML estimator, which is hard to obtain. Consider
first the direct use of the LS fitting approach:

{
ŝk,u,p

}
u=1,...,U,p=1,...,P

=arg min
{sk,u,p}u=1,...,U,p=1,...,P

∥∥∥[Xk−1 Xk
]−H [Ck−1 Ck

](
I2⊗D

)∥∥∥2
F
,

(21)

where ⊗ denotes the Kronecker matrix product [15] and
‖ · ‖F is the Frobenius norm. For this case, we could
concentrate out H and then minimize the cost function
with respect to {sk,u,p}u=1,...,U,p=1,...,P . However, the detection
of {sk,u,p}u=1,...,U,p=1,...,P would not be decoupled and hence
would require an exhaustive search, which is impractical
when U and P are large. To decouple the detection of
{sk,u,p}u=1,...,U,p=1,...,P , let

Fk � H
[
Ck−1 Ck

]
. (22)

We first determine the estimate F̂k of Fk by using the follow-
ing LS fitting approach:

F̂k = argmin
Fk

∥∥∥ [Xk−1 Xk
] − Fk

(
I2 ⊗D

)∥∥∥2
F
, (23)

which gives

F̂k =
[
Xk−1D† XkD†] , (24)

where D† = DH(DDH)−1 is the pseudo inverse of D. Note
that we have used the assumption that DDH is of full rank
(a necessary condition for this is that LU < J) in the above
derivation, which can be guaranteed by controlling the num-
ber of users in the DSTBC-CDMA systems.

Next, by exploiting the structure of Fk, a second LS fitting
leads to{

ŝk,u,p
}
u=1,...,U,p=1,...,P

= arg min
{sk,u,p}u=1,...,U,p=1,...,P

∥∥∥F̂k −H
[
Ck−1 Ck

] ∥∥∥2
F
,

(25)

which renders a simple decoupled D-Rake receiver for each
user (see the appendix for a detailed derivation):

ŝk,u,p = arg max
sk,u,p∈�

{
Re
[
tr
(
AH

p F̃
H
k−1,uF̃k,u

)
s̄k,u,p

]

− Re
[
tr
(
iBH

p F̃
H
k−1,uF̃k,u

)
s̃k,u,p

]}
,

u = 1, 2, . . . , U, p = 1, 2, . . . , P,
(26)

where F̂k � [F̃k−1 F̃k] with F̃k−1 and F̃k ∈ CNLf ×LU and

F̃k � [F̃k,1 · · · F̃k,U
]
, (27)

with F̃k,u ∈ CNLf ×L, u = 1, 2, . . . , U , being the submatrix cor-
responding to the uth user.

4.2. The D-Det receiver

Equation (14) can be rewritten as

yk( j) =
L f −1∑
l f =0

Hl f Ckd
(
j − l f

)
+ ek( j)

� H̄
(
IL f ⊗ Ck

)
d̄( j) + ek( j), j = 1, 2, . . . , J,

(28)

where

H̄ =
[
H0 H1 · · · HL f −1

] ∈ C
N×MLf ,

d̄( j) =




d( j)
d( j − 1)

...
d
(
j − L f + 1

)


 ∈ C

LULf ×1.
(29)

By collecting the received data into a matrix, we have

Yk =
[
yk(1) yk(2) · · · yk(J)

]
= H̄
(
IL f ⊗ Ck

)
D̄ + Ek ∈ C

N×J ,
(30)

where D̄ = [d̄(1) d̄(2) · · · d̄(J)] ∈ CLULf ×J and Ek =
[ek(1) ek(2) · · · ek(J)] ∈ CN×J .

Let Zk = H̄
[
IL f ⊗ Ck−1 IL f ⊗ Ck

]
. Similar to (23) and

(24), the following LS fitting approach:

Ẑk = argmin
Zk

∥∥∥ [Yk−1 Yk
] − Zk

(
I2 ⊗ D̄

)∥∥∥2
F

(31)
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leads to

Ẑk =
[
Yk−1D̄† YkD̄†] �

[
Žk−1 Žk

]
, (32)

with Žk−1 and Žk ∈ CN×LULf . We have assumed that D̄D̄H

is of full rank (the necessary condition is that LULf < J) in
getting (32).

Let

Žk =
[
Z̃k,0 Z̃k,1 · · · Z̃k,L f −1

]
, (33)

with Z̃k,l f ∈ CN×LU , l f = 0, 1, . . . , L f − 1, and

Z̃k =




Z̃k,0

Z̃k,1
...

Z̃k,L f −1


 ∈ C

NLf ×LU . (34)

We have

{
ŝk,u,p

}
u=1,...,U,p=1,...,P

= arg min
{sk,u,p}u=1,...,U,p=1,...,P

∥∥∥ [Žk−1 Žk

]

− H̄
[
IL f ⊗ Ck−1 IL f ⊗ Ck

] ∥∥∥2
F

= arg min
{sk,u,p}u=1,...,U,p=1,...,P

∥∥∥ [Z̃k−1 Z̃k

]
−H
[
Ck−1 Ck

] ∥∥∥2
F
,

(35)

which is similar to (25).
Similar to (26), a simple D-Det receiver is given by

ŝk,u,p = arg max
sk,u,p∈�

{
Re
[
tr
(
AH

p Z̃
H
k−1,uZ̃k,u

)
s̄k,u,p

]

− Re
[
tr
(
iBH

p Z̃
H
k−1,uZ̃k,u

)
s̃k,u,p

]}
,

u = 1, 2, . . . , U, p = 1, 2, . . . , P.

(36)

where Z̃k,u is the submatrix in Z̃k corresponding to user u
defined in the same way as for F̃k,u shown in (27).

Note that besides the Rake type combination of the de-
layed versions from each path, the D-Det receiver exploits
the known information of the spreading sequences as well
as their delayed paths deterministically. Hence the D-Det re-
ceiver outperforms the D-Rake receiver, especially for mod-
erate to high SNR. Note also that the full rank assumption
for D̄D̄H seems to imply that the D-Det receiver intrinsically
has lower subscriber processing capacity than the D-Rake re-
ceiver. Yet this drawback is not serious at all since DS-CDMA
systems usually work in quite light load conditions [16]. (We
will see in Section 5 that when J = 63 and M = L = 2, even
for U as small as 7 (using 14 Gold sequences), the BER curve
for the D-Rake receiver will become flat at a relatively low
SNR, which means that it is nearly fully loaded and cannot
accommodate more users.)

4.3. The D-Det-DP receiver

Note that the noise and ISI term Ek in (30) is not tempo-
rally white since the first L f − 1 columns contain the tails of
the modulated space-time codesCk−1. When the SNR is high,
the ISI will dominate Ek. We could add a prefix (also called a
guard interval) to separate two consecutive space-time codes.
In the demodulation, we simply need to de-prefix (discard)
the prefix (the data in the guard interval) before demodula-
tion. A similar approach, which we use herein, is to simply
discard the first L f − 1 columns of Yk to obtain Y̆k, where

Y̆k =
[
yk(L f ) yk(L f + 1) · · · yk(J)

]
= H̄
(
IL f ⊗ Ck

)
D̆ + Ĕk ∈ C

N×(J−L f +1)
(37)

with D̆ = [d̄(L f ) d̄(L f + 1) · · · d̄(J)] ∈ CLULf ×(J−L f +1) and
Ĕk = [ek(L f ) ek(L f + 1) · · · ek(J)] ∈ CN×(J−L f +1). This de-
prefix approach works especially well if L f � J since the in-
formation loss is very slight. Note that Ĕk is the white noise
and hence the direct use of LS fitting gives the ML detector.

To decouple the detection of {sk,u,p}u=1,...,U,p=1,...,P like in
the D-Det receiver, we have the D-Det-DP receiver as

ŝk,u,p = arg max
sk,u,p∈�

{
Re
[
tr
(
AH

p Z̆
H
k−1,uZ̆k,u

)
s̄k,u,p

]

− Re
[
tr
(
iBH

p Z̆
H
k−1,uZ̆k,u

)
s̃k,u,p

]}
,

u = 1, 2, . . . , U, p = 1, 2, . . . , P.

(38)

where Z̆k,u is the submatrix in Z̆k corresponding to user u
defined in the same way as for F̃k,u shown in (27) and

Z̆k =




Z̀k,0

Z̀k,1
...

Z̀k,L f −1


 ,

Z̀k � Y̆kD̆† �
[
Z̀k,0 Z̀k,1 · · · Z̀k,L f −1

]
,

(39)

with Z̀k,l f ∈ CN×LU , l f = 0, 1, . . . , L f . Again, we need D̆D̆H to
be of full rank (the necessary condition of which is LULf <
J − L f + 1).

Note that the D-Det-DP receiver avoids the effect of ISI
by discarding the data samples corrupted by ISI and hence, as
we will see in the simulation examples of Section 5, can offer
better performance than the D-Det receiver.

5. NUMERICAL EXAMPLES

We present several numerical examples to demonstrate the
performance of the proposed D-Rake, D-Det, and D-Det-DP
receivers for DSTBC-CDMA systems. Two sets of examples
are given in this section: D-Rake, D-Det, and D-Det-DP re-
ceivers for time-invariant channels as well as for time-varying
channels.
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Figure 1: BER versus SNR comparison for D-Rake, D-Det, and D-
Det-DP receivers for time-invariant fading channels when U = 7.

The DSTBC-CDMA based communications system con-
sidered herein is equipped withM = 2 transmit antennas and
N = 1 receive antenna and employs the 2× 2 space-time cod-
ing matrices, as described by (7). QPSK constellation is used
herein; hence R = 2 bits/sec/Hz. Unit-energy Gold sequences
with length J = 63 are used as spreading sequences in all of
the simulations. We choose L f = 3 and generate the channel
vectors (channel matrices Hl f becomes channel vectors hl f
since N = 1) according to hHl f ∼ �(0, ρl f I2), l f = 0, 1, 2, with

ρl f being the signal power of the l f th tap. The attenuation be-
tween two consecutive taps is assumed to be 3 dB. Note that
the SNR used herein, which is defined according to tap 0 for
each user, is given by

ρ̃ =
ρ0
Jσ2

. (40)

When the time-varying fading is considered, the channel vec-
tors hl f , l f = 0, 1, 2, change from one time sample to another,
according to the Jakes’ model [17].

5.1. D-Rake, D-Det, and D-Det-DP receivers
for time-invariant channels

Figure 1 shows the BER comparison for D-Rake, D-Det,
and D-Det-DP receivers as a function of the SNR for time-
invariant fading channels when U = 7. Note that the D-Det
receiver performs better than the D-Rake receiver, especially
for moderate to high SNR. The reason is that the D-Det re-
ceiver not only employs a kind of combination similar to
the Rake receiver, but also exploits the known information
of the spreading sequences and their delayed versions deter-
ministically, whereas the D-Rake receiver employs the Rake
type combination only. We also note that the D-Det-DP re-
ceiver performs better than the D-Det receiver due to avoid-
ing ISI, which dominates the noise and ISI term when the
SNR is high.
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Figure 2: BER versus SNR comparison for D-Rake, D-Det, and D-
Det-DP receivers for time-varying fading channels when U = 7.

5.2. D-rake, D-Det, and D-Det-DP receivers
for time-varying channels

The simulated channels in the following case experience
time-varying fading risen from the Doppler frequencies
caused by the relative motions of mobiles and/or surround-
ings. It is characterized by the normalized Doppler frequency
of fDTc, where fD is the Doppler frequency and Tc is the chip
duration of the spreading sequences. In the simulations, we
choose 1/Tc = 1.2288MHz, and fD=200Hz (corresponding
to a vehicle moving at 71mph (miles per hour) with the car-
rier frequency being 1.9GHz).

Figure 2 shows the BER comparison for D-Rake, D-Det,
and D-Det-DP receivers as a function of the SNR for time-
varying fading channels when U = 7. Again, the D-Det re-
ceiver performs better than the D-Rake receiver for moderate
to high SNR and the D-Det-DP receiver performs better than
the D-Det receiver. Note also that the demodulation schemes
are quite robust against the (fast) timing-varying of fading.

6. CONCLUSIONS

We have proposed a new spatial and temporal modulation
scheme, referred to as the differential space-time block code
modulation for DS-CDMA (DSTBC-CDMA) systems. The
new modulation and demodulation schemes are especially
studied for the down-link transmission for DS-CDMA sys-
tems operating in fast time-dispersive fading channels. We
have devised three demodulation schemes, referred to as the
differential space-time block code Rake (D-Rake) receiver, dif-
ferential space-time block code deterministic (D-Det) receiver,
and differential space-time block code deterministic de-prefix
(D-Det-DP) receiver. Simulation results have shown that the
D-Det receiver is superior to the D-Rake receiver in that the
former offers lower BER for moderate to high SNR due to ex-
ploiting the known information of the spreading sequences
and their delayed paths deterministically in addition to the
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Rake type combination. The D-Det-DP receiver offers bet-
ter performance than the D-Det receiver due to avoiding ISI.
Moreover, the superiority of D-Det and D-Det-DP receivers
over the D-Rake receiver is not due to the number of trans-
mit antennas and should be a better choice than the Rake
type receiver for the case of only one transmit antenna as
well.

APPENDIX

DERIVATION OF THE DSTBC-CDMA RECEIVER

In this appendix, we give a detailed derivation of the
DSTBC-CDMA receiver based on the following LS fitting
approach:

{
ŝk,u,p

}
u=1,...,U,p=1,...,P

=arg min
{sk,u,p}u=1,...,U,p=1,...,P

∥∥∥ [Yk−1 Yk
] −H

[
Ck−1 Ck

] ∥∥∥2
F
,

(A.1)

which is the general form of (25) and (35). By partitioningYk

into submatrices corresponding to each user, (A.1) becomes

{
ŝk,u,p

}
u=1,...,U,p=1,...,P

= arg min
{sk,u,p}u=1,...,U,p=1,...,P

U∑
u=1

∥∥∥ [Yk−1,u Yk,u
]

−H
[
Ck−1,u Ck,u

] ∥∥∥2
F
,

(A.2)

which readily decouples the demodulation as

{
ŝk,u,p

}P
p=1

= arg min
{sk,u,p}Pp=1∈�

∥∥∥ [Yk−1,u Yk,u
] −H

[
Ck−1,u Ck,u

] ∥∥∥2
F
,

u = 1, 2, . . . , U.
(A.3)

For notational simplicity, we drop the subscripts k and u
in deriving the DSTBC-CDMA receiver for user u in the kth
time block below and get

{
ŝp
}P
p=1=arg min

{sp}Pp=1∈�

∥∥∥ [Yk−1 Yk
] −HCk−1

[
I Gk

] ∥∥∥2
F

=arg min
{sp}Pp=1∈�

tr
{([

Yk−1 Yk
] −HCk−1

[
I Gk

] )

×
([
Yk−1 Yk

]−HCk−1
[
I Gk

])H}
.

(A.4)

SinceH is assumed to be a deterministic unknown matrix,H

can be concentrated out as

Ĥ =
[
Yk−1 Yk

] [ I

GH
k

]
CH
k−1

(
Ck−1

[
I Gk

] [ I

GH
k

]
CH
k−1

)−1

=
1
2L

[
Yk−1 Yk

] [ I

GH
k

]
CH
k−1,

(A.5)

where we have used the fact that GkGH
k = I and CkCH

k = I. By
inserting (A.5) into (A.4), we have

{
ŝp
}P
p=1

= arg min
{sp}Pp=1∈�

tr

{[
Yk−1 Yk

] [YH
k−1
YH
k

]

− 1
2

[
Yk−1 Yk

] [ I

GH
k

] [
I Gk

] [YH
k−1
YH
k

]}
.

(A.6)

Hence, neglecting the irrelevant terms yields the following
estimate [10]:

{
ŝp
}P
p=1 = arg min

{sp}Pp=1∈�
tr

{[
Yk−1 Yk

] [ I Gk

GH
k I

][
YH
k−1
YH
k

]}

= arg max
{sp}Pp=1∈�

Re tr
{
GH

k Y
H
k−1Yk

}

= arg max
{sp}Pp=1∈�

P∑
p=1

{
Re
[
tr
(
AH

p Y
H
k−1Yk

)
s̄p
]

− Re
[
tr
(
iBH

p Y
H
k−1Yk

)
s̃p
]}
,

(A.7)

which leads to

ŝp = argmax
sp∈�

{
Re
[
tr
(
AH

p Y
H
k−1Yk

)
s̄p
]

− Re
[
tr
(
iBH

p Y
H
k−1Yk

)
s̃p
]}
,

p = 1, 2, . . . , P, u = 1, 2, . . . , U.

(A.8)
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