
Open Access

© The Author(s) 2024. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which permits 
use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original 
author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or other third 
party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the mate-
rial. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory regulation or 
exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this licence, visit http://
creativecommons.org/licenses/by/4.0/.

RESEARCH

Pehlivan  
EURASIP Journal on Advances in Signal Processing         (2024) 2024:44  
https://doi.org/10.1186/s13634-023-01097-w

EURASIP Journal on Advances
in Signal Processing

A novel outlier detection method based 
on Bayesian change point analysis and Hampel 
identifier for GNSS coordinate time series
Hüseyin Pehlivan1*   

Abstract 

The identification and removal of outliers in time series are important problems 
in numerous fields. In this paper, a novel method (BCP-HI) is proposed to enhance 
the accuracy of outlier detection in GNSS coordinate time series by combining Bayesian 
change point (BCP) analysis and the Hampel identifier (HI). By using BCP, change points 
(cps) in the time series are lidentified, and so the time series is divided into subsegments 
that have properties of a normal distribution. In each of these separated segments, 
outliers are detected using HI. Each data element identified as an outlier is corrected 
by a median filter of window size (w) to obtain the corrected signal. The BCP-HI method 
was tested on both simulated and real GNSS coordinate time series. Outliers from three 
different synthetic test datasets with different sampling frequencies and outlier ampli-
tudes were detected with approximately 98% accuracy after processing. After this 
process, Signal-to-Noise Ratio (SNR) increased from 0.0084 to 10.8714 dB and Root 
Mean Square (RMS) decreased from 24 to 23 mm. Similarly, for real GNSS data, approxi-
mately 98% accuracy was achieved, with an increase in SNR from 0.0003 to 4.4082 dB 
and a decrease in RMS from 7.6 to 6.6 mm observed. In addition, the output signals 
after BCP-HI were examined graphically using Lomb–Scargle periodograms and it 
was observed that clearer power spectrum distributions emerged. When the input 
and output signals were examined using the Kolmogorov–Smirnov (KS) test, they were 
found to be statistically similar. These results indicate that the BCP-HI algorithm effec-
tively removes outliers, and enhances processing accuracy and reliability, and improves 
signal quality.
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1 Introduction
Global Navigation Satellite System (GNSS) measurements have become increasingly 
popular for determining time-dependent location, amplitude, and velocity changes, par-
ticularly in geodetic and geophysical applications. However, when measuring conditions 
are limited, acquiring low-quality GNSS data is unavoidable [1]. Such data can be influ-
enced by a variety of error causes, such as multipath effects, atmospheric delays, sat-
ellite and receiver hardware problems, and other noise sources, resulting in potentially 
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substantial outliers. Outliers can have a significant impact on the accuracy and depend-
ability of GNSS data analysis, preventing accurate conclusions from being obtained. 
Detecting and eliminating outliers is therefore critical for improving the quality of 
position time series and properly determining displacement amplitudes and oscillation 
parameters [2].

Studies on outlier analysis in GNSS time series includes a variety of methods and 
applications [3–11]. These approaches have been extensively researched and include sta-
tistical tests [12–15], filtering strategies [16–18], and time series models [19–24].

While these methods are effective at detecting and removing outliers in time series 
data, they do have some limits and disadvantages. For example, statistical tests such as 
Grubbs and Tukey’s test are sensitive to data distribution (assumed to be normal distri-
bution) and underlying statistical assumptions, rendering them less effective in the pres-
ence of large or focused outliers [25]. Similarly, by smoothing the data, filtering methods 
such as median filters, moving average filters, and Kalman filters can successfully miti-
gate the influence of noise and outliers. They may, however, fail to adequately eliminate 
outliers. However, when the data is excessively noisy or has complicated underlying 
trends, they may fail to successfully exclude outliers. Furthermore, these methods may 
cause phase changes in time series data, leading to biased  results. While time series 
models are useful for modeling data trends and seasonality and identifying outliers that 
do not correspond to the model, they may fail to identify outliers in complex or non-
linear trends. Furthermore, when there are a huge number of random outliers, robust 
statistical outlier detection methods may fail [26, 27].

New methods like as wavelet analysis, machine learning algorithms, artificial neu-
ral networks, and Bayesian inference have been developed to address these challenges. 
These methods show promise in dealing with non-Gaussian and complicated data, as 
well as improving outlier detection and removal in GNSS coordinate time series data.

Wavelet analysis is an effective method for spotting outliers at various scales. It can 
successfully discover outliers embedded in the data trend that other approaches may 
disregard. Wavelet analysis, on the other hand, necessitates the precise selection of the 
wavelet basis and decomposition stages. For example, [28] presented a wavelet-based 
method for evaluating GNSS coordinate time series data, while [29] suggested a wavelet-
based method to detect noise components and outliers.

Machine learning techniques provide another method for detecting outliers in GNSS 
data [30] improved the security and accuracy of GNSS-based intelligent transportation 
systems by using a supervised machine learning classifier [31] used a mixed approach 
to machine learning to find problems in GNSS data. They mixed a deep neural network 
that had already been trained with a genetic algorithm to help with feature extraction 
and classification. For outlier detection in GPS and accelerometer data [32], used convo-
lutional neural networks and long short-term memory networks.

When data exhibits non-Gaussian or complicated connections, Bayesian inference 
allows for the incorporation of prior knowledge and provides robustness in outlier detec-
tion. As a result, Bayesian approaches are now commonly used [33] developed a Bayes-
ian hierarchical model to find outliers in GPS time series data, which uses a mixture of 
normal distributions to describe the signal and noise components and defines outliers 
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as those with a low probability of belonging to the signal component [34] employed a 
Bayesian technique to establish the outlier detection threshold.

Traditional approaches for detecting outliers, such as time series clustering algo-
rithms, have also been proposed. For example [35], tried to improve the k-means clus-
tering method in order to lessen the impact of outliers on grouping [36] developed an 
approach based on the k-means clustering algorithm to improve positioning accuracy.

While these novel methods have the potential to improve outlier detection in GNSS 
time series data, their performance must be reviewed and compared to existing meth-
ods. Also, more study is needed to discover the best effective methods for detecting 
outliers in various types of GNSS time series data.

There is no published study that explicitly integrates Bayesian changepoint analy-
sis and Hampel descriptors, according to a review of the literature. Separate works 
on Bayesian changepoint analysis and Hampel descriptors do exist. For example [37], 
suggest a new method for detecting outliers in GPS coordinate time series data using 
Bayes’ theorem, whereas [34] uses an autoregressive model-based Bayesian detec-
tion method [38] apply a Bayesian strategy for detecting cycle-slips in GNSS carrier 
phase data. In addition, more investigations [39, 40] have explored Bayesian-based 
techniques.

The Hampel filter outperforms existing outlier detection approaches in terms of 
reducing the impact of outliers on system identification. For example [41], investigates 
the effect of outliers on linear and nonlinear system identification and emphasizes the 
Hampel filter’s usefulness [42] assesses the performance of weighted and recursive 
Hampel filters [43] provides an innovative method for detecting outliers and reducing 
noise in a dataset that employs the Hampel filter to detect outliers and the Savitzky-
Golay filter to minimize noise in the dataset. Similarly [44], compares the performance 
of Hampel and median filters in detecting undesirable signals and cleaning data effec-
tively. To improve measurement accuracy [45], do outlier analysis with Hampel and 
moving average descriptors [46] compare moving average, median, Savitzky-Golay, and 
Hampel filters, particularly in the context of filtering weak GPS signals.

However, an absence of studies combining Bayesian changepoint analysis and Hampel 
descriptors underlines the need of considering the potential performance increase from 
merging both methods.

A new method is proposed in this paper that combines the Hampel descriptor with 
Bayesian changepoint analysis, with the aim of improving the accuracy and reliability of 
identifying and removing outliers in GNSS coordinate time series data. This integrated 
approach aims to overcome the limitations of commonly used approaches while capital-
izing on the benefits of Bayesian changepoint analysis and Hampel descriptors.

The proposed method offers various advantages by integrating Bayesian changepoint 
analysis with Hampel identifiers. Bayesian changepoint analysis can uncover outli-
ers contained within the data’s underlying trend and detect unanticipated changes in 
data distribution. In contrast to established measurements such as standard deviation, 
Hampel descriptors give a robust statistical measure of data distribution that is less sen-
sitive to outliers. This increases the method’s effectiveness in identifying outliers that 
other techniques may miss, particularly large or clustered outliers.
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The suggested method would use the strengths of both Bayesian changepoint analysis 
and Hampel descriptors to improve outlier detection and removal in low-quality GNSS 
coordinate time series data. The quality and reliability of data processing can be consid-
erably improved by precisely recognizing and removing outliers, allowing for more accu-
rate calculation of displacement amplitudes and oscillation parameters.

Finally, this paper presents a novel method to identify outliers in GNSS coordinate 
time series data that integrates Bayesian changepoint analysis and Hampel descriptors. 
The method tries to overcome the restrictions of standard outlier detection methods by 
combining these two approaches, providing a more efficient and reliable solution for 
dealing with outliers in GNSS data. Further research and performance evaluations are 
required to properly analyze the effectiveness of this integrated approach and its poten-
tial applications in other forms of GNSS time series.

2  Materials and methods
BCA is applied to a dataset to determine probable change points. It is predicated on 
the idea that each change point divides the data into two distinct parts, each with a 
unique Gaussian distribution. The approach seeks to integrate data-based probabilities 
with prior knowledge to provide the most current and relevant probability distribution 
[33]. To accomplish this, a preliminary distribution is constructed and the data is mod-
eled using this distribution. The probability that each data point is a change point is then 
determined, and the probabilities are utilized to locate potential change point locations 
in the data set.

The Hampel Identifier is a powerful tool for identifying potential outliers in time series 
data. It uses the median and median absolute deviation to determine the location and 
distribution of outliers. The adaptive Hampel descriptor decreases false positive and 
false negative outcomes and allows for more precise detection of outliers.

2.1  Bayesian change point analysis method

BCA is a statistical method that is used to locate changepoints in a dataset [47]. It pre-
supposes the presence of two or more regions with distinct distributional structures in a 
given time series data [48] and mathematically specifies two or more potential distribu-
tion models.

The basic objective of BCA is to identify probable change points at each time point of 
the y(t) time series, where y(t) = y(1), y(2),…, y(T). In order to do this, at each time point, 
a binary variable S(t) is defined to indicate the existence or absence of a change. BCA use 
Bayes’ theorem to determine the value of the variable S(t) at each time step [49, 50].

Bayes’ theorem can be stated as follows:

here P(y(t) | S(t) = 1) indicates the probability based on the data, while P(S(t) = 1) repre-
sents the prior distribution for the changepoint position. The symbol ∝ indicates a direct 
proportionality between these two variables. The normal probability density function is 

(1)

P S(t) = 1|y(t) ∝ P y(t)|S(t) = 1 P(S(t) = 1)

= P y(t)+ 1 : T |S(t) = 1 P y(1) : t|S_t = 1 P(S(t) = 1)

= N y(t)+ 1 : T |µ2, σ
2
2 N y(1) : t|µ1, σ 2

1 P(S(t) = 1)
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denoted by the function N(). The formula depicts the data points after the changepoint 
as y(t) + 1:T, and the data points before the changepoint as y(1):t. To eliminate ambigu-
ity regarding the changepoint, the model includes the variable S(t) and assumes that the 
data follows a normal distribution. In this model, data samples are assumed to have a 
normal distribution in the region before the change point and a different normal dis-
tribution in the region after the change point. N(μ1, σ1

2) and N(μ2, σ2
2) are the defini-

tions of the distributions preceding and following the change point, respectively. Here, 
the first region’s mean and variance values are denoted by μ1 and σ1

2, while the second 
region’s mean and variance values are represented by μ2 and σ2

2. As a result, Bayes’ the-
orem is utilized to compute unique probabilities for each scenario in which each data 
point is regarded as change point. In this way, this analysis method allows the determi-
nation of optimal change point locations by integrating data-driven probability and prior 
knowledge.

2.2  General framework of the Hampel Identifier

The Hampel Identifier is a method to determine probable outliers in time series data by 
estimating their position and distribution using the median and median absolute devia-
tion (MAD) [45]. This description uses the median value to predict the data set’s location 
and MAD to estimate the data’s standard deviation. To explain the working principle of 
the Hampel Identifier, let’s consider a time series with n elements: x1, x2, x3, …, xn. With 
a window width of w and a specified number of neighboring elements on both sides, 
denoted by k, the moving window length becomes 2 k + 1. The following is how the local 
median  mi is defined:

Furthermore, the scale estimate Si, which represents the median absolute deviation 
(MADse) of the median estimates, is calculated as:

here k =

(

1√
2 erfc−1

(

1
2

)

)

≈ 1.4826 , represents the unbiased estimate of the Gaussian 

distribution.
The Hampel Identifier is used to determine whether the potential anomaly spots 

detected are real anomalies. The Hampel function formula for calculating how much a 
data point differs from other data points can be expressed as follows:

In here, x is the analyzed data point, m is the moving average of data points, k is a 
threshold value, and s is the standard deviation of data points. The Hampel function 
evaluates the distance of x from m and applies different operations depending on the 
threshold value. If |x − m| is less than or equal to k * s, it returns the difference between 
x and m, i.e.,, (x − m). This implies that the examined data point x is close to the mov-
ing average m or the difference is within an acceptable range (less than k * s), so it is 

(2)mi = median
(

xi−k , xi−k+1, xi−k+2, . . . , xi, . . . , xi+k−2, xi+k−1, xi+k

)

.

(3)Si = k ·median
(∣

∣xi−k −mi

∣

∣, . . . ,
∣

∣xi+k −mi

∣

∣

)

(4)H(x) =
{

x −m, if |x −m| ≤ k · s
s2 · sign(x −m), otherwise

.
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considered as not significantly deviating from other data points. However, if |x − m| is 
greater than k * s, it returns the sign of the difference multiplied by s2. This operation 
indicates that x significantly deviates from the moving average m, and it is considered 
as an outlier. This function is used as a method to identify the outliers in the data points 
and correct them.

Firstly, the moving average and standard deviation are calculated using the sample 
data set. The Hampel Identifier method is then used to define any indicated possible 
anomalies. The adaptive Hampel Identifier approach is used to investigate the identified 
probable outliers. The adaptive Hampel descriptor finds the mean of each data point and 
estimates the median absolute deviation of the data inside that window using a window 
size. The Hampel descriptor parameters are changed based on the characteristics of the 
identified outliers.

The parameters of the Hampel descriptor are readjusted at this stage to reduce false 
positive or false negative findings, and outliers are reanalyzed. This procedure increases 
the sensitivity of the Hampel descriptor, ensuring in more accurate results.

2.3  Theoretical background of the proposed method for outlier detection

In this work, we present the “Bayesian Change Point Analysis and Hampel Identifica-
tion” (BCP-HI) method for identifying outliers in GNSS data and reliably distinguish-
ing actual anomalies from noise. This method enables the identification of outliers with 
the HI method among the potential change points determined by BCP Analysis. This 
ensures that only true anomalies are detected and false positives due to other change 
points or noise are treated as outliers. Additionally, BCP-HI has an adaptable structure 
by performing the detection process iteratively, thus increasing the accuracy of the over-
all outlier detection process compared to other outlier detection methods.

The proposed BCP-HI algorithm can be summarized in seven steps in three main 
parts: preliminary assessment of outliers, identification of outliers, and refinement of the 
detection process (as shown in Fig. 1).

2.3.1  The processing steps of the BCP‑HI algorithm

1. Data loading and preprocessing: The input data is preprocessed before the outlier 
detection process begins. Noise and outliers are evaluated for their general character 
by viewing the data. In this stage, drawing a confidence ellipse and histogram can 
provide insight into the distribution and structural features of the data points. If any 
values are missing, the interpolation method is used to fill them in while taking into 
account the sampling interval and length.

2. Determining initial parameters: Considering the preliminary analysis results of the 
input signal data, such as its general character and the density of outliers, approxi-
mate values are predicted for the window size (w) and the number of change points 
(cp).

3. At this stage, the BCP analysis is carried out with the initial cp value. As a conse-
quence of the analysis, the regions in the input data that differ from each other with 
various distribution structures are examined, and the most likely change spots in the 
data are determined.
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4. Hampel identifier application: HI is applied to clusters that are divided into smaller 
data sets with identified change points. Using the median and median absolute devi-
ation values in each data set, HI takes into account the location and distribution of 
each data point and identifies potential outliers with the formula (5) given above. The 
identified outliers are then replaced with ‘NaN’.

5. Replacement of recognized NaN values: New optimal values are produced instead of 
each determined NaN value. In this process, a median filter with a window size of w 
is used.

Fig. 1 The flow chart of the BCP-HI algorithm
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6. Outlier analysis: Output data, along with the identified outliers, is visualized, and 
the results are analyzed, a performance evaluation is made, and the success of the 
process is examined. The performance evaluation of the output signal can be deter-
mined using metrics such as F1 score, SNR, and RMS variations.

7. Process refinement: The final step is to improve the process. If the identified outliers 
are confirmed to represent true anomalies, the parameters of the adaptive HI can be 
changed to further improve the outlier detection process. The window size of the 
descriptor can be modified to make it more or less sensitive to changes in the signal, 
or the outlier detection threshold can be adjusted accordingly.

2.3.2  Outlier identification is carried out in the third, fourth, fifth, and sixth steps

The outlier detection process shown in Fig. 1 was carried out using MATLAB codes (see 
“Appendix 1”). In the third step, Hampel outlier detection is performed using the change 
points obtained from the BCP analysis. The process here can be succinctly explained as 
follows: The data set is divided into sections with change points determined by BCP, and 
the median and MAD are calculated for each section. Then, in the fourth step, using HI, 
an outlier check is performed for each data point, and the indices of the identified outli-
ers are added to the ‘outlier_indices’ vector. See “Appendix Eq. 6” for information on the 
processing carried out in steps three and four. In the fifth step, the identified outliers are 
replaced with NaN values (see “Appendix Eq. 7”), and the NaN values in the output sig-
nal are filled using a median filter of size ‘w’ (see “Appendix Eq. 8”).

2.3.3  Performance evaluation of the BCP‑HI algorithm and analysis of results are carried 

out in the seventh step

After separating outlier observations from the input signal, evaluation criteria such 
as sensitivity (recall), precision, accuracy, and F1 score were used to measure the 
success of our proposed model (see “Appendix Eqs. 9, 10, 11, 12”). Thus, for each 
test set, the success of the proposed model in separating outlier data from the input 
signal and correctly detecting real anomalies in the data was evaluated. Precision: 
Measures the proportion of correctly identified outliers among all identified outli-
ers. Precision: represents the proportion of true outliers correctly detected among 
all true outliers. F1 Score: A balanced metric that combines precision and accu-
racy to evaluate the overall performance of outlier detection (see “Appendix 2”). 
Additionally, evaluation criteria used to evaluate the performance of the output 
signal include signal strength (SP), noise power (NP), signal-to-noise ratio (SNR), 
root mean square (RMS), and percentage outliers (see “Appendix Eqs.  13, 14, 15, 
16, 17”). While signal strength and RMS values reflect the general characteristics of 
the output signal, noise power and SNR values indicate the noise level in the output 
signal. An accurate calculation of these values can give an idea about the quality of 
the output signal.
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3  Simulated and real GNSS time series analysis
The performance of this method has been tested using simulation and real GNSS time 
series data. The BCP-HI model was applied to four different simulation datasets pro-
vided in Table 1 and the real GNSS time series data provided in Table 3. Each signal 
with a different sampling frequency, measurement duration, and number of periodic 
components was subjected to the BCP-HI model, and the accuracy metrics of the 
resulting output signals were computed and presented in Table 2 and 4.

3.1  Simulated GNSS time series analysis

We can describe a simulated GNSS coordinate time series with randomly mismatched 
measurements using the following formula:

In this equation, x (t) represents the coordinate value in the time series. A denotes the 
mean value. A1, A2, …, An are the amplitude values of harmonic components. f1, f2, …, fn 
are the frequencies of harmonic components. φ1, φ2, …, φn are the phase angles of har-
monic components. ε(t) represents the effect of randomly mismatched measurements 
(noise term).

In this study, simulation data was generated and used by considering harmonic com-
ponents and noise as the main factors while neglecting the others. Using Eq. (5) and the 
parameters detailed in Table 1, three data sets (Sinp1, Sinp2, and Sinp3) are generated.

(5)
x(t) =A+�

(

A1 ∗ cos
(

2π f1 ∗ t + ϕ1
)

+ A2 ∗ cos
(

2π f2 ∗ t + ϕ2
)

+ · · · + An ∗ cos
(

2π fn ∗ t + ϕn
))

+ ε(t).

Table 1 Simulated GNSS signals generated for testing

 Characteristics of Simulated 
GNSS data

Sinp1 Sinp2 Sinp3

t (h) 1 1 1

f (Hz) 1 10 100 

n 3600 36,000 360,000

Amp. (cm) 1 2 2 1 1 2 2 1 1

SNR (dB) 6 6 6

Outlier Amp.(cm) 10 − 10 15 10 − 10 15 3 − 3 3.5

Outlier index 1000 2000 3000 1000 2000 3000 1000 2000 3000

Table 2 Performance metrics for the BCP-HI model on simulated GNSS signals

Performance metrics of 
simulated GNSS data

Sig_1
w/cp: 4/20

Sig_2
w/cp: 8/42

Sig_3
w/cp: 10/120

Sinp1 Sout1 Sinp2 Sout2 Sinp3 Sout3

f1 score 0.97 0.98 0.98

Outliers% 4.1% 4.4% 4.3%

signal power 6 6 11 7 0 0

noise power 6 0 11 6 0 0

SNR (dB) 0.0084 10.8714 4 16.5 0 12.03

RMS 0.024 0.023 0.33 0.3 0.01 0.01
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Periodic Movements: These are created using a combination of different amplitudes 
and periods (ex: 2π, 6π/5, 2π/5, π/5). Noise: The noise term added to the signal is ini-
tially calculated based on a default SNR value and is determined according to the signal 
power. The noise power is calculated using the variance of the seasonal components of 
the signal, and random values following a normal distribution with a calculated standard 
deviation are used to create white noise. Outliers: Outliers are added to the signal by 
introducing specific amplitude values at certain indices.

Test signals with known parameters, including size, sampling frequency, signal-to-
noise ratio, and indices where outliers were added, were generated using the param-
eters provided in Table 1. Sinp1 simulation data, with a sampling frequency of 1 Hz, 
3600 data points, and 6 dB signal-to-noise ratio with added Gaussian white noise, is 
shown in Fig. 2. Sinp2 simulation data, with a sampling frequency of 10 Hz, 36,000 
data points, and 6 dB signal-to-noise ratio with added Gaussian white noise, is shown 
in Fig. 4. Lastly, Sinp3 simulation data, with a sampling frequency of 100 Hz, 360,000 
data points, and 6 dB signal-to-noise ratio with added Gaussian white noise, is shown 
in Fig. 6.

The three sets of simulated input signals (Sinp1, Sinp2, and Sinp3) were processed 
for outlier detection and removal using the BCP-HI algorithm, as shown in the pro-
cess flow diagram in Fig.  1, and the output signals (Sout1, Sout2, and Sout3) were 
generated.

The BCP-HI algorithm was applied to the Sinp1 signal with parameters w = 4 and 
cp = 20, and outliers were detected. Figure  2 shows the Sinp1 signal and outliers, 
which are marked by red circles. Figure 3 presents a visual comparison evaluation of 
the processed Sinp1 signal. Here, we can see the original signal with the red-circled 
outliers in blue, the cleaned signal with outliers replaced with NaN values in green, 
and the corrected signal (Sout1) in black after replacing the NaN values with the 
medians of their nearby values.

Fig. 2 Sinp1 signal with BCP-HI applied. w = 4 and cp = 20



Page 11 of 25Pehlivan  EURASIP Journal on Advances in Signal Processing         (2024) 2024:44  

Outliers have been identified using the BCP-HI method in the Sinp2 signal with 
the parameters w = 8 and cp = 42. Figure  4 shows the identified outliers, which are 
marked by red circles, along with the Sinp2 signal. The processed Sinp2 data are com-
pared and evaluated visually in Fig.  5. Here, the original signal with the red-circled 

Fig. 3 Simulation data (Sinp1) whose outliers were detected and removed with the BCP_HI method. a 
Outliers identified with w = 4 and cp = 20; b The case where the identified outlier values were replaced with 
NaN; c The case where NaN values are filtered and replaced with the closest values

Fig. 4 Sinp1 signal with BCP-HI applied. w = 8, cp = 42
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outliers is shown in blue, and the cleaned signal with the NaN values replaced for the 
outliers is shown in green, and the corrected signal (Sout2) is shown in black after the 
NaN values have been replaced with the medians of their near values.

The BCP-HI method was applied to identify outliers in the Sinp3 signal with param-
eter values of w = 10 and cp = 120. Figure 6 shows the identified outliers, which are 
marked by red circles, along with the Sinp3 signal. The processed Sinp3 data are 

Fig. 5 Simulation data (Sinp2) whose outliers were detected and removed with the BCP_HI method. a 
Outliers identified with w = 8 and cp = 42; b The case where the identified outlier values were replaced with 
NaN; c The case where NaN values are filtered and replaced with the closest values

Fig. 6 Sinp3 signal with BCP-HI applied. w = 10, cp = 120
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com-pared and evaluated visually in Fig. 7. Here, the original signal with the red-cir-
cled outliers is shown in blue, the cleaned signal with the NaN values replaced for the 
out-liers is shown in green, and the corrected signal (Sout3) is shown in black after 
the NaN values have been replaced with the medians of their near values.

To achieve the best results using the BCP-HI algorithm, it is essential to determine 
the optimal values for w and cp. These values can be identified through trial and error or 
through an iterative approach that finds the parameter values where the model exhibits 
the best performance. For Sinp1, the optimal w value is found to be 4, and the optimal cp 
value is 20. These values indicate that the model provides the best results and accurately 
detects outlier values. Similarly, the ideal w and cp values were determined to be 8, 42, 
and 10, 120 for Sinp2 and Sinp3, respectively.

Table 2 shows the evaluation metrics used to evaluate the signals that were subjected 
to the BCP-HI method.

The F1-Score value for the input signal Sinp1 being close to 1 show that the model suc-
cessfully strikes an appropriate balance between sensitivity and precision. According to 
the overall structure of the input signal and the properties of the outlier values, such as 
their amplitude and distribution, the captured outlier percentage was determined to be 
4.1%. To preserve the overall characteristics of the data while removing the outliers, the 
algorithm is run iteratively, and the outlier values are consistently determined based on 
the same criteria.

Fig. 7 Simulation data (Sinp3) whose outliers were detected and removed with the BCP_HI method. a 
Outliers identified with w = 10 and cp = 120; b The case where the identified outlier values were replaced 
with NaN; c The case where NaN values are filtered and replaced with the closest values
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Fig. 8 The Rinp_x data after BCP-HI processing. w = 4 and cp = 52

The SNR value, which was 0.0084 dB for the input signal, has increased to 10.8714 dB 
for the output signal. The SNR has risen as a result of this increase, which shows that the 
decrease in signal power compared to noise is higher. The RMS value, which was 0.024 
for the input signal, has decreased to 0.023 for the output signal, indicating a re-duction 
in fluctuations and a smoother signal.

As can be seen from the output signal’s higher SNR and lower RMS values compared 
to the input signal, the BCP-HI method successfully removes outliers from the input sig-
nal and improves signal quality.

Similar results can be observed when looking at the performance quantified for the 
other simulated input signals, Sinp2 and Sinp3. All performance parameters show meas-
urably improved output signals after processing. Figures 3, 5 and 7 show the output sig-
nals with the outlier values removed.

3.2  Real GNSS time series analysis

The BCP-HI algorithm has been evaluated using real GNSS data (X and Y coordinate 
time series) that included obvious outliers. 7200 location data points were collected on 
a building during a period of two hours using a Trimble MB-2 OEM GNSS receiver. The 
sampling frequency was set to 1 Hz, and the height mask angle was set to 15 degrees 
(Figs. 8, 9, 10). The time length, sampling frequency, number of samples, and SNR of the 
real GNSS signals (Rinp_x and Rinp_y) used in this study are presented in Table 3.

When the BCP-HI algorithm was applied to the real GNSS time series Rinp_x for 
outlier detection and removal with parameters w = 4 and cp = 52, the output signal 
(Rout_x) was computed, and outlier values were identified (Fig. 8).
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The identified outliers were assigned NaN values (Fig.  9b), and these NaN values 
were filled with the median of the nearest values, resulting in the corrected signal 
(Rout_x) (Fig. 9c).

Similar to this, when the BCP-HI algorithm was applied to the real GNSS time 
series Rinp_y for outlier detection and removal with parameters w = 4 and cp = 50, 
the output signal (Rout_y) was computed, and outlier values were identified (Fig. 10). 
The identified outliers were assigned NaN values (Fig.  10b), and these NaN values 
were filled with the median of the nearest values, resulting in the corrected signal 
(Rout_y) (Fig. 10c).

The optimal values for Rinp_x have been determined to be w = 4 and cp = 52. These 
values indicate that the model provided the best results and accurately detected the 
outlier values. Similarly, for Rinp_y, the optimal values were determined to be w = 4 
and cp = 52. Similar results have been obtained for Rinp_y, where the best values have 
been determined to be w = 4 and cp = 52.

The evaluation metrics for the signals processed by the BCP-HI algorithm are pre-
sented in Table 4.

When looking at the post-processing performance values shown in Table  4, the 
F1-Score values for the Sig_x and Sig_y signals are close to 1, which indicates that the 
BCP-HI model achieves an appropriate balance between sensitivity and precision.

Based on the typical characteristics, magnitude, and distribution of the outlier 
values, it has been found that the ratio of identified outlier values in the input sig-
nals varies from 3.15 to 4.30%. Without changing the basic elements of the data, the 
selected values for w and cp may effectively identify the most extreme outlier values 
as well. These percentages can be improved by iteratively adjusting the values of w 
and cp for the outlier values that undefined (Fig. 11).

Fig. 9 The real GNSS data (Rinp_x) whose outliers were detected and removed with the BCP_HI method. a 
Outliers identified with w = 4 and cp = 52; b The case where the identified outlier values were replaced with 
NaN; c The case where NaN values are filtered and replaced with the closest values
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While there was a significant increase in the SNR values of the processed x and y 
signals, there was a visible decrease in the RMS values. The SNR value for Rinp_x was 
0.0003  dB, indicating that the noise level was comparable to or slightly higher than 
the signal strength, while the SNR value for Rout_x increased to 4.4082 dB, indicat-
ing that the signal strength was much stronger than the noise. The decrease in the 
RMS value for Rout_x from 0.0076 to 0.0066 indicates a decrease in the amplitude of 
the signal after the removal and correction of outliers. The difference between these 
values is relatively small, indicating that the output signal is still similar to the input 
signal in terms of overall magnitude. Decreasing RMS values in the output signals 
means reducing fluctuations and obtaining a smoother signal. In Table  4, it is seen 
that there are similar improvements in the tests performed with different w and cp 
values for x and y signals. According to these results, the BCP-HI algorithm proves 
that it effectively separates the outliers in the input signal, with the output signal hav-
ing higher SNR and lower RMS values compared to the input signal, thus improving 
the signal quality.

Table 4 shows that applying BCP-HI with different parameter values to the Sig_x and 
Sig_y data does not significantly change the findings when comparing the results with 
different w and cp values. When comparing the results for different w and cp values, it 
can be observed from Table 4 that applying BCP-HI with different parameter values to 

Fig. 10 The Rinp_y data after BCP-HI processing. w = 4 and cp = 50

Table 3 Real GNSS signals recorded for testing

 Performance metrics of real GNSS data Rinp_x Rinp_y

t (h) 2 2

f (Hz) 1 1

Samp 7200 7200

SNR (dB) 6 6
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Sig_x and Sig_y data does not result in significant changes in the outcomes. When the 
cp value for Sig_x is increased from 52 to 100, the SNR values change from 4.4082 to 
4.5246, respectively, but the RMS value does not change much. The algorithm is able 
to identify more variations and outliers thanks to the increase in cp from 52 to 100, 
which leads to a small increase in signal power and SNR. However, it is observed that the 
changes in these values are relatively small, indicating that the effect of changing the cp 
parameter on the output signal is limited beyond a certain threshold. This suggests that 
the most favorable cp value can be adaptively determined based on the signal structure, 
noise level, and distribution of outliers.

3.3  Results analysis using the Kolmogorov–Smirnov test and Lomb–Scargle periodograms

Using the BCP_HI algorithm are obtained the signal in which the outliers are replaced 
with NaN and then the corrected signal in which these NaN values are filled with the 

Table 4 Evaluation metrics for real GNSS data

Performance metrics of 
real GNSS data

Sig_x
w/cp:4/52

Sig_x
w/cp: 8/100

Sig_y
w/cp: 4/50

Sig_y
w/cp: 8/100

Rinpx Routx Rinpx Routx Rinpy Routy Rinpy Routy

f1 score 0.98 0.98 0.98 0.97

Outliers% 3.54% 3.15 4.30% 4.18%

SNR (dB) 0.0003 4.4082 0.0003 4.5246 0.0002 8.9498 0.0002 9.2183

RMS 0.0076 0.0066 0.0076 0.0066 0.0134 0.0126 0.0134 0.0127

Fig. 11 The real GNSS data (Rinp_y) whose outliers were detected and removed with the BCP_HI method. a 
Outliers identified with w = 4 and cp = 50; b The case where the identified outlier values were replaced with 
NaN; c The case where NaN values are filtered and replaced with the closest values
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median of the nearest neighbor elements from the input signal. After applying BCP-HI 
on real GNSS data, we calculated Lomb–Scargle periodograms to identify the significant 
frequencies of the input and output signals, compare them, and evaluate the power spec-
trum distributions of the signals.

Figures 12 and 13 show the power spectral density distributions of the input (Rinp_x 
and Rinp_y) and post-processing output signals, respectively. These periodograms 
graphically reveal the changes in the frequency components and power distributions of 
the signals after BCP-HI processing.

When we examine these periodograms, there appears to be a generally significant 
flattening in the frequency components of the signals processed with the BCP_HI 
algorithm. By removing the outliers, peaks that were not evident in the input signal 
have been emerged more clearly. This means that the signal is cleared of outliers that 
increase its amplitude.

We employed the Kolmogorov–Smirnov (KS) test to statistically examine the simi-
larity of the power spectral density distributions of the input and output signals in 
addition to examining it visually. We reasoned that the KS test would assist us in 
making a more exact assessment of the frequency component similarity or difference 
between these signals. As an example, the KS test was applied to evaluate the sam-
ple distribution, similarities or differences of the real GNSS signal Sig_x presented in 
Fig. 12 after BCP-HI processing, and the results are shown in Table 5.

Based on the KS test results given in Table 5, we can make the following comments:

1. Input signal versus NaN-replaced signal There is a statistically significant differ-
ence (h = 1). The p value is very low (p = 0.000001), which means the final result 
was obtained with a p value much lower than the threshold of 0.05 (the commonly 
accepted significance level). This supports the conclusion that there is a statistically 
significant difference between the original signal and the NaN-modified outlier sig-
nal.

Fig. 12 a The normalized spectral power densities of the real GNSS signal Rinp_x, the signal replaced with 
NaN, and the corrected signal; b Different scale views of the same signals
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2. Input signal versus corrected signal There is no statistically significant difference 
(h = 0). The p value is 1, indicating that the final result was obtained with a very high 
p value, and thus, there is no statistically significant difference between the input sig-
nal and the corrected signal.

3. NaN-replaced signal versus corrected signal There is a statistically significant differ-
ence (h = 1). The p value is very low (p = 0.000001), supporting the conclusion that 
there is a statistically significant difference between the NaN-replaced signal and the 
corrected signal. In summary, the NaN-replaced signal is statistically different from 
the original signal. The corrected signal is not statistically different from the origi-
nal signal. The NaN-replaced signal is statistically different from the corrected signal. 
These results indicate that there are statistically significant changes in the data dur-
ing the processing steps of NaN removal and correction.

4  Conclusion and evaluations
The effectiveness of the BCP_HI method we recommend for detecting and removing 
outliers in GNSS coordinate time series data is demonstrated in this paper. While GNSS 
data were used to test the method’s effectiveness, theoretically, it can be applied to any 
time series data. The results presented in the graphs and tables above demonstrate that 
the algorithm achieved high sensitivity and precision in tests conducted on both simu-
lated and real GNSS data.

Fig. 13 a The normalized spectral power densities of the real GNSS signal Rinp_y, the signal replaced with 
NaN, and the corrected signal; b Different scale views of the same signals

Table 5 Rinp_x için Kolmogorov–Smirnov test results

KS test results Sig_x w/cp:4/52 Sig_y w/cp:4/50

h p

Inp. versus NaN-modified 1 0.000001 1 0

Inp. versus corrected 0 1 0 1

NaN-modified versus corrected 1 0.000001 1 0
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4.1  Evaluation of simulated GNSS time series

Using the parameters presented in Table  1, Sig_1 (sampled at 1  Hz with 3600 data 
points), Sig_2 (sampled at 10 Hz with 36,000 data points), and Sig_3 (sampled at 100 Hz 
with 360,000 data points) were generated. The success of the BCP-HI algorithm was 
evaluated based on performance metrics for these three data sets as shown in Table 2. 
Here, f1-score values close to 1 indicate that the model achieves a suitable balance 
between sensitivity and precision. Outlier values were detected with an approximately 
98% success rate in all sets. The percentages of detected outlier values, based on the 
general characteristics of the three input signals and properties of the outliers such as 
magnitude and distribution, were determined to be approximately 4.1%, 4.4%, and 4.3%, 
respectively. When examining the performance metrics measured in the output signals 
after processing for all three input signals, similar results were observed. For instance, 
in the case of Sig_1, the SNR value, which was 0.0084 dB for the input signal, increased 
to 10.8714 dB for the output signal. This increase in SNR indicates that the decrease in 
signal power is more significant relative to the noise. The RMS value, which was 24 mm 
for the input signal, decreased to 23 mm for the output signal, indicating a reduction in 
fluctuations and smoother output signal.

In summary, the BCP-HI method effectively eliminates outlier values from the input 
signal, as indicated by the higher SNR and lower RMS values in the output signal com-
pared to the initial signal, as demonstrated in Figs. 3, 5 and 7. These results highlight that 
the BCP-HI model achieves a positive balance between sensitivity and precision, suc-
cessfully identifying and eliminating outlier values without distorting the original struc-
ture of the input signal.

It’s important to note here is that the ‘w’ and ‘cp’ values were set to (4/20) for Sig_1, 
(8/42) for Sig_2, and (10/120) for Sig_3. It has been demonstrated through comparisons 
with different “w” and “cp” values that the selection of these parameters may affect the 
output signal’s quality. Therefore, it is crucial to take the objectives of the research and 
the features of the data into account while determining the most appropriate “w” and 
“cp” values.

4.1.1  Evaluation of Real GNSS Time Series:

As presented in Table 3, performance metrics calculated with different ‘w’ and ‘cp’ values 
for real GNSS data (Rinp_x and Rinp_y) with a sampling frequency of 1 Hz and 7200 
data points are shown in Table 4. According to these results, the f1-score values close to 
1 for both X and Y coordinate time series indicate that the model achieves a suitable bal-
ance between sensitivity and precision. In both data sets, outlier values could be identi-
fied with a 98% success rate.

The X signal was processed with ‘w’ and ‘cp’ values of 4/52 and 8/100, respectively, 
while the Y signal was processed with ‘w’ and ‘cp’ values of 4/50 and 8/100, respectively. 
In other words, both parameters were increased by approximately two-fold. Compari-
sons were made on the results of X and Y signals processed with these different param-
eters. In this case, the percentage of detected outlier values decreased from 3.54% to 
3.15% for X and from 4.30% to 4.18% for Y.
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When ‘w’ and 52 were used for the X input signal, the SNR value increased from 
0.0003 dB to 4.4082 dB for the output signal, and when 8 and 100 were used, it increased 
from 0.0003 dB to 4.5246 dB. For X input signal with values of 4 and 50, the SNR value 
increased from 0.0002 dB to 8.9498 dB for the output signal, and with values of 8 and 
100, it increased from 0.0002 dB to 9.2183 dB.

When comparing RMS values, there was no change for the X signal, while for the Y 
signal, the RMS value, initially at 13.4 mm, was calculated as 12.6 mm with parameters 
4/50 and 12.7 mm with parameters 8/100.

According to these results, using the BCP-HI method to analyze real GNSS data (X, 
Y) using various ‘w’ and ‘cp’ values result in apparent but largely consistent changes in 
the results. As an example, increasing the ‘cp’ value from 52 to 100 resulted in only slight 
changes in RMS values while increasing SNR from 4.4082 to 4.5246. This increase in 
‘cp’ allowed for the detection of slightly more outlier values, resulting in slightly higher 
signal power and SNR. These results demonstrate that changing ‘w’ and ‘cp’ values can 
impact signal power, SNR, and RMS, with larger window sizes and higher ‘cp’ values 
potentially leading to varying outcomes depending on input signal characteristics and 
outlier structure.

According to the findings, increasing the ‘cp’ value positively influenced output sig-
nal quality. This was supported by improvements in signal power, SNR, and RMS val-
ues as ‘cp’ increased from 5 to 40. Increased signal power indicates a stronger signal 
component in the output signal, higher SNR implies improved distinguishability of the 
desired signal from background noise, and a higher RMS value signifies greater overall 
amplitude in the output signal. However, it’s essential to recognize that the relationship 
between ‘cp’ and output signal quality may not be linear and could vary depending on 
input signal characteristics, the chosen outlier removal and signal smoothing algorithm, 
and the specific application context. In conclusion, running the BCP-HI algorithm with 
carefully selected ‘w’ and ‘cp’ values can lead to optimal results. If improvements in out-
put signal quality are deemed insufficient after a certain number of iterations, running 
the process multiple times can yield enhanced results and capture the most logical and 
suitable outlier values.

Additionally, output signals after BCP-HI processing were visually examined using 
Lomb–Scargle periodograms, revealing clearer power spectrum distributions. To assess 
the similarity in power spectrum distribution between the input and output signals, the 
Kolmogorov–Smirnov test was conducted. The results presented in Table 5 show that 
the NaN-modified outlier signal was statistically different from the original signal, while 
the corrected signal was not statistically different from the original signal. These results 
highlight that the BCP-HI algorithm introduced statistically significant changes in the 
output signals. The BCP-HI algorithm effectively eliminates outliers, while increasing 
processing accuracy and reliability and improving signal quality. Testing the BCP-HI 
algorithm on larger and diverse time series data will contribute to algorithm enhance-
ment and accurate data analysis.
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Appendix 1: https:// github. com/ Husey inP/ Outli er/ commit/ ac8ea fe4a7 a7628 
9ee61 9ee62 15138 07ea8 00600

Appendix 2
The model’s performance is evaluated by calculating the performance metrics, which 
involve computing the differences between the true class and the predicted class. In the 
first step, the differences between the true class (input signal) and the predicted class 
(output signal) are calculated as: diff = abs(true_class − predicted_class); Here, the true 
class (input signal), predicted class (output signal), and their differences are determined. 
Using these differences, the performance metrics are calculated as follows:

TP = sum(diff =  = 0); (True Positives: when the true and predicted classes are the 
same).

FP = sum(diff =  = 1); (False Positives: when the true class is 0 and predicted class is 1).
TN = sum(diff =  = 0); (True Negatives: the true and predicted classes are the same).
FN = sum(diff =  = 1); (False Negatives: the true class is 1and     predicted class is 0)

(9)sensitivity = TP/(TP+ FN);

https://github.com/HuseyinP/Outlier/commit/ac8eafe4a7a76289ee619ee621513807ea800600
https://github.com/HuseyinP/Outlier/commit/ac8eafe4a7a76289ee619ee621513807ea800600
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Appendix 3
Signal Power: The Signal Power represents how strong the output signal is overall. It is 
calculated as the mean of the squares of the output data.

Noise Power: The Noise Power indicates the level of noise in the output signal. It is 
calculated as the mean of the squares of the differences between the output data and the 
input data.

SNR: The Signal-to-Noise Ratio (SNR) represents the ratio between the Signal Power 
and the Noise Power in the output signal. SNR can be calculated as the logarithm (in dB) 
of the ratio between the Signal Power and the Noise Power.

RMS: The RMS value indicates how much overall fluctuation the output signal has. It 
is calculated as the square root of the mean of the squares of the output data.

Outlier Percentage: The improvement rate (I) caused by the applied algorithm on the 
input signal is defined as the percentage of non-outlier values in the total data.

The Outlier Percentage with selected w and cp is calculated as follows:
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(10)precision = TP/(TP+ FP);

(11)accuracy = (TP+ TN)/(TP+ TN+ FP+ FN);

(12)f1_score = 2 ∗
(

precision ∗ sensitivity
)

/
(

precision+ sensitivity
)

.

(13)signal_power = mean
(

out_data2
)

.

noise = out_data− inp_data;

(14)noise_power = mean(noise2)

(15)snr_db = 10 ∗ log10
(

signal_power/noise_power
)

.

(16)rms_value = sqrt
(

mean
(

out_data2
))

(17)Outliers % =
N − Noutliers

Ntotal data
.
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