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Abstract 

This paper presents a theoretical analysis in discrete time for a multi-tier weak radi-
ofrequency (RF) signal estimation process with N simultaneous signals. Discrete time 
dynamic sampling is introduced and is shown to provide the capability to extract 
signal parameter values with increased accuracy compared with accuracy of estimates 
obtained in prior work. This paper advances phase measurement approaches by pro-
posing discrete time dynamic sampling which our paper shows offers the desirable 
capability for more accurate weak signal parameter estimates. For N = 2 simultane-
ous signals with a strong signal at 850 MHz and a weak signal at 855 MHz, the results 
show that dynamically sampling the instantaneous frequency at 24 times the Nyquist 
rate provides weak signal frequency estimates that are within 1.7× 10

−5 of the actual 
weak signal frequency and weak signal amplitude estimates that are within 428 PPM 
of the actual weak signal amplitude. Results are also presented for situations with N = 2 
simultaneous 5G signals. In one case, the strong signal is 3950 MHz, and the weak 
signal is 3955 MHz; in the other case the strong case is 5950 MHz, and the weak signal 
is 5955 MHz. The results for these cases show that estimates obtained with dynamic 
sampling are more accurate than estimates provided using a single sample rate of 65 
MSPS. This work has promising applications for weak signal parameters estimation 
using instantaneous frequency measurements.

Keywords: Electronic warfare (EW), Radiofrequency (RF), Signal processing, Dynamic 
processing, Phase calculation approaches, 5G, Multirate digital signal processing

1 Introduction
The problem of determining accurate weak signal parameter estimates is of interest 
in instantaneous frequency measurements in electronics and photonics. In electron-
ics, research has focused in the areas of electronic warfare (EW) systems, instantane-
ous frequency receivers, complex communication, wireless communication, radar signal 
estimation and detection [1, 2], anti-stealth defense, miniaturized instrumentation and 
control systems for air and space applications, electronic support measures (ESM) [3], 
and electronic intelligence [4].

Instantaneous frequency receivers were designed in the 1950s in Great Britain by Rob-
inson and colleagues [5–10]. Prior work explored alternative approaches to multiple sig-
nal detection [11–15], cognitive radio, and software-defined radio. In 2017, Digne et al. 
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discuss their aim to extract features from instantaneous frequency measurements in a 
naval electronic warfare context  [2]. In 2019, Raviteja et  al.  [16] proposed orthogonal 
time frequency space (OTFS) modulation as a way to “tackle destructive Doppler effects 
in wireless communications” [16]  for radar and communications and related applica-
tions. The aim of OTFS-based filter algorithms provide “improved radar capability, 
such as longer range, faster tracking rate, as well as larger Doppler frequency estima-
tion” [16]. The use of synthetic aperture passive positioning methods are proposed for 
determining the frequency of a frequency-hopping (FH) signal for passive localization of 
radio emitters [17] and radar signal estimation in low signal-to-noise environments [18]. 
Dong et  al. discuss signal parameters of signals in satellite data (1.7  GHz carrier fre-
quency and 5 kHz channel spacing) [17]. Alphonse et al. estimate signal parameters for 
frequency-modulated radar signals [18].

In photonics, research has focused on methods for instantaneous frequency measure-
ments that have potential for use in instantaneous frequency receivers  [19–29]. Liang 
et  al. designed, built, and tested an instantaneous measurement system with 4  GHz 
center frequency and 500  MHz bandwidth using high-temperature superconducting 
(HTS) devices made of Yttrium Barium Copper Oxide (YBCO) [19]. Khalil et al. built an 
on-chip circuit in ) 0.25 µ m CMOS technology that measures the on-chip phase-noise 
spectrum and clock jitter [20]. Lam et al. discuss an instantaneous frequency measure-
ment receiver with a photonic time stretch analog-to-digital converter (ADC) with the 
capability for “ultra-fast sweeping across enormous bandwidths to perform measure-
ments on transient signals” [21]. The receiver built by Lam et al. was capable of resolving 
two signals (tones) with a 14 dB strong signal with 8 GHz frequency and a 5 dB weaker 
signal with 9 GHz frequency. Goavec et al. describe an instantaneous frequency meas-
urement system designed and built in 130 µ m CMOS technology to measure a pulse 
in an ultra-wide band frequency band (3.1−4.9 GHz) [22]. Wang and Pan [23] and Pan 
and Yao  [24] performed photonics-based measurements of microwave signal param-
eters including electric field measurements and phase noise measurements. They note 
that “microwave photonic techniques can be employed to extend the bandwidth of IFM 
receivers to tens or even hundreds of GHz and also offer the advantage of immunity to 
EMI  [electromagnetic interference]”  [24]. They also measured the Doppler frequency 
shift of microwave signals. Tang et al.  [27] and Zhou et al.  [28] performed photonics-
based instantaneous frequency measurements and resolve two signals with frequency 
7GHz and 7.02GHz having frequency separation of 20  MHz. Also in 2023, Bai et  al. 
performed ultra-wideband instantaneous frequency measurements in real time  [29] 
with 660  MHz resolution and ±380  MHz measurement error. The system developed 
by Bai et al. “can perform single- and multiple-frequency measurements over a range of 
3–20 GHz” [29].

2  Reconfigurable multi‑rate digital signal processing
Multi-rate digital signal processing (MR DSP)  applications are accomplished with 
decimation to reduce the sample rate, interpolation to increase the sample rate, and 
a combination of decimation and interpolation. Baldini et  al.  [30] describe considera-
tions for circuits and systems that need to be taken into account in designing reconfig-
urable receivers. LeRoy et al.  [31] describe circuits for use in reconfigurable multi-rate 
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digital signal processing applications. They designed, built, and tested custom circuits 
comprised of SiGe heterojunction bipolar transistors (HBT) to enable ultrafast recon-
figurability for applications including  software-defined radio, multi-rate digital signal 
processing, and optical communications. SiGe HBT technology offers high performance 
(cutoff frequency fT = 300 GHz) and integration with CMOS circuits on silicon wafers. 
SiGe HBT transistors have been used to build high-speed ADCs, field programma-
ble gate arrays (FPGAs), multi-rate adaptive filters, and voltage-controlled oscillators 
(VCOs). ADCs sample an analog signal at a specified sample rate and produce a digital 
signal. Quantifying the quantization error in an N-bit ADC is important because obtain-
ing accurate weak signal parameter estimates needs to take into account the quantiza-
tion error introduced by an ADC [32]. 

3  Review of our prior work on phase calculation approaches for a weak signal 
estimation process

The aim of our research is to design an electronic warfare (EW) receiver with capability 
to receive N = 4 simultaneous signals. This section reviews our prior work in which we 
presented theoretical analysis of a multi-tier weak radiofrequency (RF) signal estima-
tion process for N simultaneous signals  [33–39]. This work developed from the work 
of James Tsui  [40]. In these processes, one signal is strong, and the rest of the signals 
(N − 1) are weak. In this work, as in prior work, the term weak refers to a signal with 
much lower amplitude compared to the amplitude of the strong signal. The term strong 
refers to the signal that has the maximum amplitude. The amplitude of each weak signal 
is normalized to the amplitude of the strong signal, and so the amplitude of the strong 
signal is set to unity (R1 = 1) . The amplitudes of the weak signals are less than unity. 
Our work generalizes James Tsui’s prior phase measurement approaches for estimating 
weak signal parameters in the presence of a strong interfering signal [33–40]. We extract 
weak signal parameters in real time using zero crossings that occur in the instantaneous 
frequency. We demonstrated theoretically that our approach is capable of estimating the 
weak signal parameters of a weak signal in the presence of a strong signal (that is, two 
simultaneous signals). Our prior results considered N = 2 simultaneous signals with a 
strong signal with frequency 850 MHz and a weak signal with frequency 855 MHz The 
sample period was 1

2π µ s. The results showed that the weak signal frequency estimates 
are within 0.5 PPM of the weak signal, and weak signal amplitude estimates are within 
0.12 % of the weak signal amplitude [37].

Our prior work also took into account additive white Gaussian noise (AWGN)  [38, 
39]. We extracted weak signal parameters in real time using zero crossing clusters in the 
instantaneous frequency since the presence of noise introduces a cluster of zero cross-
ings. Results of this work employing the analysis of zero crossing clusters showed that 
our weak signal estimation process provided weak signal frequency estimates to within 
120 PPM of the weak signal frequency for a strong signal frequency of 850 MHz, a weak 
signal frequency of 855 MHz, a signal-to-interference ratio of 10−4 , and the weak signal-
to-noise ratio is 20 dB, 30 dB, and 40 dB [39].

We now briefly review a derivation of the instantaneous frequency for the general situa-
tion in continuous time for N simultaneous signals, where one signal is strong, N − 1 sig-
nals are weak, and each signal takes on a constant amplitude and constant frequency for 
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a specified amount of time [33–40]. This time interval is referred to as a tier. For example, 
in a three-tier process, the weak signal parameters (weak signal frequency and weak signal 
amplitude) may take on different constant values in each of the three tiers. As discussed 
in [40], the strong signal s1(t) is

where fo represents the local oscillator frequency, and f1 represents the strong signal fre-
quency. There are 2 ≤ k ≤ N  weak signals, and each weak signal sk(t) is,

where we use the same notation as in prior work: fk represents the kth weak signal fre-
quency, where fk  = f1 ; φk(t) is the phase difference between the kth signal and the local 
oscillator (the reference signal); Rk ≥ 0 represents the amplitude of the kth signal. The 
combined signal sN (t) is the sum of all of the individual signals,

where �fk1 = fk − f1.
The instantaneous frequency fN (t) for N simultaneous signals [33–40] is obtained from 

the real component pN (t) and imaginary component qN (t) of the combined signal sN (t) as 
well as the first derivative of the real component dpN (t)

dt
 and the first derivative of the imagi-

nary component dqN (t)
dt

,

where the phase θN (t) of the combined signal is

and

(1)s1(t) = e−j2π fot ej2π f1t ,

(2)sk(t) = Rke
−j2π fot ej2π fk t ejφk (t),

(3)sN (t) =

N

k=1

sk(t),

(4)= e−j2π fot ej2π f1t

(

1+

N
∑

k=2

Rke
j2π�fk1t ejφk (t)

)

,

(5)fN (t) =
1

2π

dθn(t)

dt
,

(6)= f1 +
1

2π

[

pN (t)
dqN (t)
dt

− qN (t)
dpN (t)

dt

p2N (t)+ q2N (t)

]

,

(7)θN (t) = 2π f1t + tan−1

[

qN (t)

pN (t)

]

,

(8)pN (t) = 1+

N
∑

k=2

Rk cos [2π(�fk1t + φk(t)],
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 respectively.
In prior work, we considered the case in which there were an arbitrary number of 

simultaneous signals, where one of the signals is strong, and N − 1 signals are weak 
[33–39].  One drawback of the previous analysis is that the approach used a con-
tinuous time formulation and assumed a single sample rate. A consequence of the 
assumption of a single sample rate is that the relative error in the weak signal fre-
quency estimates takes on different values. Another consequence of the assumption 
of a single sample rate is that the error provided by the weak signal estimation process 
depends on where the sampled values are taken at each point in time, because the 
sample estimates of the instantaneous frequency are in general time varying since the 
weak signal frequency is unknown, can take on different values in each time interval 
(tier), and in general the weak signal frequency itself can be time varying.

This paper provides accurate weak signal parameter estimates through phase calcu-
lation approaches that determine a different sample rate in each tier in real time. The 
values of the sample rate are quantified as a multiple of the Nyquist rate of the instan-
taneous frequency.

This paper provides closed form solutions for a multi-tier weak signal estimation 
process in discrete time (DT). The approach starts from first principles using discrete 
time analysis and makes no approximations based on the weak signal magnitudes. 
A significant benefit of our approach is that this general treatment can be applied 
to many discrete-time signal processing problems and provide accurate weak-signal 
estimates using multi-rate digital signal processing.

This paper derives the equations for weak signal parameter estimates in discrete 
time in a multi-tier signal detection process for N simultaneous signals. As in prior 
work [33–39], we consider N simultaneous signals with constant amplitude and con-
stant frequency in a series of tiers.

The contributions of this paper are:

(9)qN (t) =

N
∑

k=2

Rk sin [2π(�fk1t + φk(t)],

(10)
dpN (t)

dt
= −

N
∑

k=2

Rk

(

2π�fk1 +
dφk(t)

dt

)

,

(11)×

{

sin [2π(�fk1t + φk(t)]
}

,

(12)
dqN (t)

dt
=

N
∑

k=2

Rk

(

2π�fk1 +
dφk(t)

dt

)

,

(13)×

{

cos [2π(�fk1t + φk(t)]
}

,
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• Discrete time analytical expressions for the instantaneous frequency and combined sig-
nal amplitude of N simultaneous signals, where each weak signal takes on a constant 
amplitude and constant frequency;

• Discrete time theoretical analysis including weak signal parameter estimates of the situ-
ation in which the sample rate is a multiple of the frequency of the instantaneous fre-
quency in each tier of a multi-tier process;

• Accurate weak signal frequency estimates obtained with dynamic sampling in a discrete 
time multi-tier weak signal estimation process for N = 2 simultaneous RF and 5G sig-
nals;

The rest of the paper is as follows. Section  4 presents discrete time dynamic sampling 
phase calculation approaches for weak signal estimation. Section 5 discusses weak RF sig-
nal estimation process with dynamic sampling for N = 2 simultaneous signals. Section 6 
discusses weak 5G simultaneous signals with a strong signal at 3950 MHz and a weak sig-
nal at 3955 MHz, and Section 7 presents a discussion and conclusions. The Appendix dis-
cusses weak 5G simultaneous signals with a strong signal at 5950 MHz and a weak signal at 
5955 MHz.

4  Discrete time dynamic sampling phase calculation approaches for weak 
signal parameter estimation

We revisit the situation [33–39] in which the amplitude and frequency of each weak signal 
take on a different constant value in each tier l. In this paper, we now map from continuous 
time t (CT) in prior work to discrete time n (DT) in this paper for a multi-tier system with 
tier l by setting

where sample n is a positive integer ( n ≥ 0 ), and Ts,l is the sample period in tier l. For 
the kth weak signal, the difference �fk1,l between the strong signal frequency f1 and the 
weak signal frequency fkl in tier l is �fk1,l = fkl − f1.

We represent the strong signal s1(n) and each weak signal sk(n) as

where fo and f1 represent the frequencies of the local oscillator and strong signal, 
respectively; t = nTs,l (Eq. 14); 2 ≤ k ≤ N  is the index of the kth weak signal in tier l; 
fk  = f1 is the frequency of the kth weak signal; φk(nTs,l) is the phase difference between 
the phase of the kth signal and the phase of the local oscillator (the reference signal); the 
term Rkl ≥ 0 is the constant amplitude of the kth signal in tier l.

The combined signal, sN (n) , is the sum of the contributions of the individual signals in 
each tier l with Eq. 14 as

(14)t = nTs,l

(15)s1(n) = e−j2π fonTs,l ej2π f1nTs,l ,

(16)sk(n) = Rkl e
−j2π fonTs,l ej2π fknTs,l ejφk (nTs),

(17)sN (n) =

N
∑

kl=1

skl (nTs,l),
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The combined signal sN (n) and the combined signal amplitude EN (n) are

where pN (n) and qN (n) are the real and imaginary parts, respectively, of the combined 
signal,

The instantaneous phase θN (n) and instantaneous frequency fN (n) are

where φkl (n) = 0.
For two simultaneous signals, N = 2 , the instantaneous frequency fN=2,l(n) in tier l is

where f2,l and R2,l are the weak signal frequency and weak signal amplitude, respectively, 
in tier l, and where �f21,l = f2,l − f1.

The period of the instantaneous frequency TN=2,l in tier l is

Weak signal parameter estimates are extracted from values of the zth and (z + 2)th zero 
crossings in the instantaneous frequency in each tier l.

(18)= e−j2π fonTs,l ej2π f1nTs,l



1+

N
�

kl=2

Rkl e
j2π�fkl1

nTs,l e
jφkl

(nTs,l)



.

(19)sN (n) = e−j2π fonTs,l EN (nTs,l)e
jθN (nTs,l),

(20)EN (n) =

√

[pN (n)]2 + [qN (n)]2,

(21)pN (n) = 1+

N
∑

kl=2

Rkl cos (2π�fkl1nTs,l + φkl (nTs,l)),

(22)qN (n) =

N
∑

kl=2

Rkl sin (2π�fkl1nTs,l + φkl (nTs,l)),

(23)θN (n) = 2π f1t + tan−1

[

qN (nTs,l)

pN (nTs,l)

]

,

(24)fN (n) = f1 +
1

2π

pN (nTs,l)
dqN (t)
dt

∣

∣

∣

t=nTs,l

− qN (nTs,l)
dpN (t)

dt

∣

∣

∣

t=nTs,l

p2N (nTs,l)+ q2N (nTs,l)
,

(25)fN=2,l(n) = f1 +
R2,l�f21,l{cos [2π(�f21,l)nTs,l] + R2,l}

1+ 2R2,l cos [2π(�f21,l)nTs,l] + R2
2,l

,

(26)TN=2,l =
1

f2,l − f1
,

(27)=

1

�f21,l
.
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The zth and (z + 2)th pair are chosen so that the zero crossings are both rising zero 
crossings (that is, the instantaneous frequency is increasing at both zero crossing) or 
both falling zero crossings (that is, the instantaneous frequency is decreasing at both 
zero crossings). The terms ˜f2,z,l and R̃2,z,l refer to the weak signal frequency estimate and 
weak signal amplitude estimate, respectively, in tier l.

The Nyquist rate fN ,N=2,l , sample rate fs,l , and sample period Ts,l in tier l are

where NM represents a multiple of the Nyquist rate fN ,N=2,l.
Figure 1 shows the instantaneous frequency fN=2(n) sampled with NM = 4.1 showing 

odd zero crossings (for example, z = 1 and z = 3 ). The figure shows samples nz=1,1,l=1 , 
nz=1,2,l=1 just before and just after the first zero crossing, first zero crossing sample esti-
mate ñN=2,z=1,l=1 , samples nz=3,1,l=1 , nz=3,2,l=1 just before and just after the third zero 
crossing, and third zero crossing sample estimate ñN=2,z=3,l=1 . The red “x” indicate the 
estimated zero crossings obtained by linear interpolation between the sample values just 
before and just after the zero crossings.

Figure 2 shows the instantaneous frequency fN=2(n) sampled with NM = 4.1 showing 
even zero crossings (for example, z = 2 and z = 4 ) (Tables 1, 2).

Figure 3 shows the relative error in the weak signal frequency 
˜f2,z,l−f2,z,l

f2,z,l
 in tier l as a 

function of NM for estimates obtained with first (downward) zero crossing ( zl=1 = 1 ) 
and third (downward) zero crossing ( zl=1 = 3 ) in tier l = 1 ; (a) NM from 3.5 to 26.0; (b) 
NM from 22.7 to 25.3. The red dots are values of relative error in weak signal frequency 
estimates obtained using linear interpolation to estimate first and third downward zero 
crossings and show good agreement with the predicted relative error.

In the limit in which the weak signal is much weaker than the strong signal, R2,l << R1 , 
the instantaneous frequency fN=2,l(n) in tier l is

(28)fN ,N=2,l = 2(f2,l − f1),

(29)fs,l = 2NM(f2,l − f1),

(30)Ts,l =
1

2NM(f2,l − f1)
.

Table 1 Relative error in weak signal frequency estimates 
˜f2,z ,l−f2,z ,l

f2,z ,l
 for ten values of NM (see Fig. 3)

NM f̃2,z,l−f2,z,l

f2,z,l

4.1 − 1.698337042

4.5 0.008771943

6.5 − 0.017543807

8.3 1.66129052

10 − 0.008771917

10.3 0.880249437

15.3 − 0.225137531

20.3 0.09649282

23.0 − 0.008771917

23.5 − 0.002923975
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Fig. 1 Instantaneous frequency fN=2 sampled with NM = 4.1 showing odd zero crossings ( z = 1 and z = 3 ): 
samples just before and just after the first zero crossing, nz=1,1,l=1 , nz=1,2,l=1 , first zero crossing sample 
estimate ñN=2,z=1,l=1 , samples just before and just after the third zero crossing, nz=3,1,l=1 , nz=3,2,l=1 , third zero 
crossing sample estimate ñN=2,z=3,l=1 . The red “x” indicate the estimated zero crossings obtained by linear 
interpolation between the sample times just before and just after the zero crossings

Fig. 2 Instantaneous frequency fN=2 sampled with NM = 4.1 showing even zero crossings ( z = 2 and z = 4 ): 
samples just before and just after the second zero crossing, nz=2,1,l=1 , nz=2,2,l=1 , second zero crossing sample 
estimate ñN=2,z=2,l=1 , samples just before and just after the fourth zero crossing, nz=4,1,l=1 , nz=4,2,l=1 , fourth 
zero crossing sample estimate ñN=2,z=4,l=1 . The red “x” indicate the estimated zero crossings obtained by 
linear interpolation between the sample values just before and just after the zero crossings

Table 2 Notation (Figs. 1 and 2)

Sample n nz,1,l Figure

2 nz=1,1,l=1 Figure 1

3 nz=1,2,l=1 Figure 1

6 nz=2,1,l=1 Figure 2

7 nz=2,2,l=1 Figure 2

10 nz=3,1,l=1 Figure 1

11 nz=3,2,l=1 Figure 1

14 nz=4,1,l=1 Figure 2

15 nz=4,2,l=1 Figure 2



Page 10 of 35Smith and Lanzerotti  EURASIP Journal on Advances in Signal Processing          (2024) 2024:7 

The number of samples Nf ,l in one period of the instantaneous frequency in tier l is the 
ratio of the period TN=2,l to the sample period Ts,l,

In a period ⌊2NM⌋ , the sample n is 0 ≤ n ≤ ⌊2NM⌋ − 1 (Figs. 1 and 2).
We consider the zlth zero crossing ( zl ≥ 1 ) in tier l. With the oscillatory behavior 

of the instantaneous frequency, the odd zero crossings are downward zero crossings 
( zl = 1, 3, · · · ), and the even zero crossings are upward zero crossings ( zl = 2, 4, · · ·).

We set the instantaneous frequency equal to f1 and determine estimates of two down-
ward (upward) zero crossings {ñN=2,z,l , ñN=2,z+2,l},

An estimate of the sample period ÑN=2,z,l is

In each tier l, the weak signal frequency estimate ˜f2,z,l and weak signal amplitude esti-
mate R̃2,z,l are calculated from the zero crossing pair, {z, z + 2} in tier l as

(31)fN=2,l(n) = f1 + R2,l�f21,l cos (2π�f21,lnTs,l),

(32)= f1 + R2,l�f21,l cos

(

πn
1

NM

)

.

(33)Nf ,l =
TN=2,l

Ts,l
,

(34)= 2NM .

(35)ñN=2,z,l = nz,1,l +

(

1

f (nz,2,l)− f (nz,1,l)

)

(f1 − f (nz,1,l)),

(36)ñN=2,z+2,l = nz+2,1,l +

(

1

f (nz+2,2,l)− f (nz+2,1,l)

)

(f1 − f (nz+2,1,l)),

(37)ÑN=2,z,l = ñN=2,z+2,l − ñN=2,z,l .

(a) (b)

Fig. 3 Relative error in the weak signal frequency 
˜f2,z ,l−f2,z ,l

f2,z ,l
 in tier l as a function of NM for estimates obtained 

with first (downward) zero crossing ( zl=1 = 1 ) and third (downward) zero crossing ( zl=1 = 3 ) in tier l = 1 ; 
a NM from 3.5 to 26.0; b NM from 22.7 to 25.3. Red dots are values of relative error in weak signal frequency 
estimates obtained using linear interpolation to estimate first and third downward zero crossings
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The error δf2,z,l ( δR2,z,l ) is the difference between the weak signal frequency estimate ˜f2,z,l 
(weak signal amplitude estimate R̃2,z,l ) and true value of the weak signal frequency f2,z,l 
(true value of the weak signal amplitude R2,z,l ) as,

The relative error 
(

δf2,z,l
f2,z,l

)

% ( 
(

δR2,z,l
R2,z,l

)

% ) of the weak signal frequency (amplitude) is the 

ratio of the error δf2,z,l ( δR2,z,l ) to the true value of the weak signal frequency f2,z,l ( R2,z,l),

4.1  Odd zero crossings

The first (downward) zero crossing occurs between two samples nz=1,1,l=1 and nz=1,2,=1 
just before and just after the (z = 1)st zero crossing in tier l = 1 as,

For the zlth odd zero crossing, the instantaneous frequencies f (nz,1,l) and f (nz,2,l) at the 
points {nz,1,l , nz,2,l} just before and just after the zero crossing are,

(38)˜f2,z,l = f1 +
2NM(f2 − f1)

ñN=2,z+2,l − ñN=2,z,l
,

(39)R̃2,z,l = − cos [2π(�f21,z,l)Ts,l ñN=2,z,l].

(40)δf2,z,l = ˜f2,z,l − f2,z,l ,

(41)δR2,z,l = R̃2,z,l − R2,z,l .

(42)
(

δf2,z,l

f2,z,l

)

% =

(

˜f2,z,l − f2,l

f2,z,l

)

× 100%,

(43)
(

δR2,z,l

R2,z,l

)

% =

(

R̃2,z,l − R2,l

R2,z,l

)

× 100%.

(44)nz=1,1,l=1 =

⌊

1

4
Nf

⌋

,

(45)nz=1,2,l=1 =

⌊

1

4
Nf

⌋

+ 1.

(46)f (nz,1,l) = f1 + R2,l�f21,l cos





π

��

1
2NM

�

+

�

zl−1
2

�

⌊2NM⌋

�

NM



,

(47)f (nz,2,l) = f1 + R2,l�f21,l cos





π

��

1
2NM

�

+

�

zl−1
2

�

⌊2NM⌋ + 1
�

NM



,
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An estimate ñN=2,z,l of the sample at the zth odd zero crossing is

Sample estimates ñN=2,z=1,l and ñN=2,z=3,l are substituted in Eqs. 37–43 to obtain weak 
signal parameter estimates and relative errors.

4.2  Even zero crossings

A similar procedure is used to obtain sample estimates for the even zero crossings. The sec-
ond (upward) zero crossing occurs between two samples nz=2,1,l and nz=2,2,l just before and 
just after the (z = 2)th zero crossing,

For the zth even zero crossing, the instantaneous frequencies at the points {nz,1, nz,2} just 
before and just after the zero crossing zl in tier l are,

An estimate ñN=2,z=2,l of the sample at the zth even zero crossing is

(48)ñN=2,z,l =

⌊

1

2
NM

⌋

+

(

zl − 1

2

)

⌊2NM⌋

(49)+













1

cos

�

π

��

1
2
NM

�

+

�

zl−1

2

�

⌊2NM⌋+1

�

NM

�

− cos

�

π

��

1
2
NM

�

+

�

zl−1

2

�

⌊2NM⌋

�

NM

�













×

(50)× cos





π

��

1
2NM

�

+

�

zl−1
2

�

⌊2NM⌋

�

NM



.

(51)nz=2,1,l =

⌊

1

4
Nf

⌋

+ ⌊NM⌋,

(52)nz=2,2,l =

⌊

1

4
Nf

⌋

+ 1+ ⌊NM⌋.

(53)f (nz,1,l) = f1 + R2,l�f21,l cos





π

��

1
2NM

�

+ ⌊NM⌋ +

�

zl−1
2

�

⌊2NM⌋

�

NM



,

(54)f (nz,2,l) = f1 + R2,l�f21,l cos





π

��

1
2NM

�

+ ⌊NM⌋ +

�

zl−1
2

�

⌊2NM⌋ + 1
�

NM



,

(55)ñN=2,z=2,l =

⌊

1

2
NM

⌋

+ ⌊NM⌋ + ⌊2NM⌋
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The sample estimates ñN=2,z=2,l and ñN=2,z=4,l are substituted in Eqs. 37–43 to obtain 
weak signal parameter estimates and relative errors.

5  Weak RF signal estimation process with dynamic sampling for N = 2 
simultaneous signals

We start by revisiting a three-tier weak signal estimation process for N = 2 simultane-
ous signals [33-39]. The parameter values are R1 = 1 , R2,1 = R2,2 = R2,3 = 0.01 , f1 = 850 
MHz, f2,l=1 = 855 MHz, f2,l=2 = 851 MHz, f2,l=3 = 852 MHz, with three tiers have dura-
tion 1 µ s ( l = 1 ), 4 µ s ( l = 2 ) and 1.5 µ s ( l = 3 ), with φk(t) = φk(n) = 0 . These values are 
substituted in Eq. 32 to obtain the instantaneous frequency fN=2(t) shown in Fig. 4.

The zero crossing error decreases as sample rate increases. The results in Fig. 4 show 
that the zero crossing error is less than 5× 10−15  s for sample rate fs = 5.2 GSPS, 
less than 1× 10−13  s for fs = 1  GSPS, and less than 4 × 10−11  s for fs = 65  MSPS, 
respectively.

Weak signal parameter estimates ˜f2,z,l and R̃2,z,l are obtained in each tier l and are 
shown in Fig. 5a and b for sample rates of 5.2 GSPS and 1 GSPS, respectively. The rela-
tive errors 

(

δf2,z,l
f2,z,l

)

% and 
(

δR2,z,l
R2,z,l

)

% in the weak signal parameter estimates are shown in 

Fig. 5c and d, for fs = 5.2 GSPS and fs = 1 GSPS, respectively.
The relative errors of the estimates of the weak signal parameters are shown in Fig. 6 

as functions of NM . The results show the relative errors for the weak signal parameters, 
respectively, for NM = 2 to NM = 5 , 5–15, and 15–50.

We note specifically that the results in Fig. 6 show that the relative error in the esti-
mates of the weak signal frequency and amplitude takes on zero value for some values 
of NM . The results show that as NM increases, then the relative error in the weak sig-
nal parameter estimates tend to decrease. At the same time, the results show that lower 
error values are obtained at lower sample rates compared with error rates achieved when 
the sample rates take on higher value, since the error rate oscillates as a function of NM.

The results in Fig. 6 show that the relative errors of the weak signal parameter esti-
mates exhibit a behavior similar to that of an underdamped system. We model the upper 
and lower bound exponential decay envelopes f2,envelope and R2,envelope for the decaying 
behavior of the relative errors of the weak signal parameters in Fig. 6,

(56)+













1

cos

�

π

��

1
2NM

�

+⌊2NM⌋+⌊NM⌋+1
�

NM

�

− cos

�

π

��

1
2NM

�

+⌊2NM⌋+⌊NM⌋

�

NM

�













×

(57)× cos





π

��

1
2NM

�

+ ⌊NM⌋ + ⌊2NM⌋

�

NM



.

(58)f2,envelope = ± Af e
−ζf ωt,f n,

(59)R2,envelope = ± ARe
−ζRωt,Rn,
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where Af  and AR represent the initial amplitudes of the weak signal parameter estimates; 
ωt,f =

1
2πTf

 and ωt,R =
1

2πTR
 represent damping factor frequencies; Tf  and TR are the 

corresponding periods for the weak signal parameters; and ζf  and ζR represent damping 
factors, where

and where δf  and δR represent the logarithmic decrements and are calculated using suc-
cessive peaks in the weak signal parameters,

(60)ζf =
δf

√

δ2f + 4π2
,

(61)ζR =

δR
√

δ2R + 4π2
,

Fig. 4 Instantaneous frequency fN=2 sampled at (a) 5.2 GSPS; (c) 1 GSPS, (e) 65 MSPS with zero crossing error 
(blue “x”) for (b) 5.2 GSPS; (d) 1 GSPS; (f) 65 msps
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In these expressions, x0,f  and x1,f  represent amplitudes of two successive peaks in the 
relative error of the weak signal frequency as a function of NM , and x0,R and x1,R repre-
sent two successive peaks in the relative error of the weak signal amplitude estimate. For 
Fig. 6d, Eq. 59 is solved to obtain the value of AR at n = 5.

Figure 7a and b shows estimates of zero crossings and the difference between the 
estimates of the zero crossings and actual zero crossings as a function of Nyquist 
multiple NM N = 2 simultaneous signals where the strong signal frequency 
f1 = 850  MHz; the strong signal amplitude R1 = 1 ; the weak signal frequency 
f2 = 855 MHz; and the weak signal amplitude R2 = 0.01 (Fig. 8).

(62)δf = ln

(

x0,f

x1,f

)

,

(63)δR = ln

(

x0,R

x1,R

)

.

Fig. 5 Estimates (blue “x”) with actual values (red open circles) using fN=2 sampled at 5.2 GSPS for a strong 
signal with f1 = 850 MHz with weak signal (a) frequency and (d) amplitude; Relative error in estimates 
of weak signal (g) frequency and (j) amplitude; sampled at 1 GSPS for weak signal (b) frequency and (e) 
amplitude; Relative error in estimates of weak signal (h) frequency and (k) amplitude; sampled at 65 msps 
for weak signal (c) frequency and (f) amplitude; Relative error in estimates of weak signal (i) frequency and (l) 
amplitude
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Fig. 6 Relative error in f2 for NM (a) 2–5, (c) 5–15, (e) 15–50; and relative error in R2 for NM (b) 2–5, (d) 5–15, (f) 
15–50

Fig. 7 a Estimates of zero crossings and b difference between the estimates of the zero crossings and 
actual zero crossings as a function of Nyquist multiple NM for N = 2 simultaneous signals with strong signal 
frequency f1 = 850 MHz; strong signal amplitude R1 = 1 ; weak signal frequency f2 = 855 MHz; and weak 
signal amplitude R2 = 0.01
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Values for the quantities ζRωt,R at each NM are obtained by solving Eq. 59 at two points 
in time where the peaks occur, such as for n = 6.29 and n = 8.27 , respectively, which are 
the values of NM for the first two peaks that take on positive values in Fig. 6d.

Figure  9a and  b show the extracted values of the damping factors for weak signal 
parameters f2 and R2 as functions of NM (from NM = 2 to NM = 50 ) for the weak 
signal frequency and amplitude, respectively. The results show that the damping fac-
tor changes as a function of NM for the relative errors of the weak signal parameters 
estimates.

The results in Fig. 9a show that the damping factor for the weak signal frequency 
relative error tends to decrease as NM increases. The results also show that the relative 

Fig. 8 Peaks in (a) relative error of the weak signal frequency and peaks in the (b) weak signal amplitude; 
Polyfits to smoothed peaks in (c) relative error of the weak signal frequency and peaks in the (d) weak signal 
amplitude

Fig. 9 Damping factor ζf  (a) from Fig. 6a, c, e, Damping factor ζR (b) from Fig. 6b, d, f
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error of the weak signal frequency estimate exhibits similar values of the damping 
factors for the upper bound exponential decay function compared with the damping 
factors of the lower bound exponential decay function.

The results in Fig. 9b show that the damping factor for the weak signal amplitude rela-
tive error also changes as a function of NM . The results show that the damping factor for 
the lower (negative) bound tends to decrease as NM increases. The results also show that 
the damping factor for the upper (positive) bound tends to decrease as NM increases 
from NM = 2 to NM = 30 , and then the damping factor takes on relatively large oscillat-
ing values.

Determining the dependence of the bounds in the relative error of the weak signal 
parameters as functions of NM provides a capability. This capability provides the abil-
ity to extract the minimum value of NM to obtain a specified desired relative error (and 
therefore, to extract the corresponding minimum sample rate). Indeed, the results show 
that there actually exists a value of NM to obtain a zero relative error.

The results also show that the relative error of the weak signal amplitude R2 tends to 
remain larger than the relative error for the weak signal frequency for large values of 
NM , and even for values as high as NM = 50 . Selecting such a large value of the sample 
rate to improve an estimate of the weak signal amplitude R2 may be unachievable.

Another approach is to use the oscillatory nature of the relative error as a function of 
NM to our advantage and determine the values of NM for which the relative error takes 
on a zero value. There exist multiple values of fs for which the relative error in the weak 
signal frequency estimate takes on a value of zero. As an example, when NM = 24 , as 
shown in the marker point in the box in Fig. 10a, the relative error in the weak signal 
frequency estimate is zero. The results in Fig. 10 show that when NM = 24 , the relative 
error of the weak signal amplitude estimate is 427.155 PPM, as shown in Fig. 10b.

5.1  Dynamic sampling

Figure 11 shows a three-tier weak signal estimation process with dynamic sampling and 
NM = 24 . We set R1 = 1 , R2,1 = R2,2 = R2,3 = 0.01 , f1 = 850 MHz, f2,l=1 = 855 MHz, 
f2,l=2 = 851 MHz, f2,l=3 = 852 MHz. The tier durations are set to �l1 = 1 µ s, �l2 = 4 µ s 
and �l3 = 1.5 µ s, respectively. These values are chosen to allow for a direct comparison 
for each tier with the results of our prior case study. In this example, the analysis assumes 
to have no prior knowledge of the weak signal parameter values. The value of the sample 

Fig. 10 Relative error (PPM) for a f2 and b R2
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rate is adjusted every three zero crossings. The initial sample rate fs,0 is set to the value 
fs,0 = 65 MSPS. The parameters are substituted in Eq. 32 for each tier l to obtain the instan-
taneous frequency. Figure 11a shows the instantaneous frequency of the three-tier process. 
The zero crossings are estimated using linear interpolation and are shown in Fig. 11b. The 
zero crossing error in the instantaneous frequency is shown in Fig. 11c.

Estimated zero crossings are obtained from Fig. 11b. Then, estimates of the weak signal 
parameters are extracted and shown in Fig. 12a and b, respectively. These results show that 
the error is reduced in each tier and that the error is larger during the time in each transi-
tion from one tier to the subsequent tier. The relative error for the weak signal parameter 
estimates f2,l and R2,l are shown in Fig. 12c and d, respectively. Significantly, the results in 
Fig. 12 show that the relative error for the weak signal frequency estimates are nearly zero 
in each tier except at the two points in time prior to and three points in time after the tran-
sition from one tier to the next. In summary, the results in Fig. 12c and d show that chang-
ing the sample rate in each tier successfully reduces the zero crossing error to zero.

6  Weak 5G simultaneous signals with a strong signal at 3950 MHz and a weak 
signal at 3955 MHz

In this section, we discuss approaches to estimating weak 5G signal parameters for 
a weak 5G signal in the presence of a strong signal. Public awareness of 5G signals 
is very extensive as a result of its deployment in consumer electronics worldwide. 
Weak 5G signals may arise due to large “distance from the nearest cell tower, physi-
cal obstructions, and network congestion, · · · physical obstructions like walls”  [41]. 

Fig. 11 Dynamic sampling with NM = 24 and a sampled instantaneous frequency, b zero crossings, c 
zero crossing error, d dynamic sampling rate fs with NM = 24 and sample rate fs in a three-tier weak signal 
estimation process
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Thompson [41] discusses ways for the consumer to “troubleshoot” weak 5G signals. 
Rowe and Luo and Zhang  [42, 43] discuss 5G signals and signal processing of 5G 
signals.

We consider two simultaneous 5G signals. The strong signal frequency is 
f1 = 3950  MHz, and the weak signal is 3955  MHz. Figure  13a–h shows the instanta-
neous frequency fN=2 as a function of time (a); estimates of zero crossings t̃N=2,n as a 
function of Nyquist multiple NM (b); difference between estimates of zero crossings and 
actual zero crossings t̃N=2,n − tN=2,n as a function of NM (c); estimates of the weak signal 
amplitude R̃2 as a function of NM (d); estimates of weak signal frequency ˜f2 as a function 
of NM (e); difference between weak signal amplitude estimates and actual weak signal 
amplitude R̃2 − R2 as a function of NM (f ); difference between weak signal frequency 
estimates and actual weak signal frequency ˜f2 − f2 as a function of NM (g); and relative 
error in the weak signal amplitude R̃2−R2

R2
 as a function of NM (h).

We next consider three values of the sample rate of the instantaneous frequency for 
these two simultaneous 5G signals. Figures 14a–g, 15a–g, and 16a–g show results for the 
case in which the sample rate fs = 5.2 GSPS, fs = 1 GSPS; fs = 65 msps, respectively, 
and the strong signal has f1 = 3950 MHz. The figures show the instantaneous frequency 
with weak signal frequency f2 = 3955 MHz; f2 = 3951 MHz; f2 = 3952 MHz, respec-
tively, in the three tiers (a); zero crossings in the instantaneous frequency as a function 
of time (b); estimates and actual value of the weak signal amplitude R2 (c); estimates and 
actual value of the weak signal frequency f2 (d); zero crossing error (e); relative error in 
the weak signal frequency f2 (f ); relative error in the weak signal amplitude R2 (g).

Fig. 12 Dynamic sampling with NM = 24 and weak signal parameter estimates (blue “x”) and actual values 
(open circles) using dynamic multirate sampling: a weak signal frequency f2 ; b weak signal amplitude R2 . 
Relative error in estimates of weak signal c frequency and d amplitude
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Fig. 13 Strong signal with f1 = 3950MHz : a instantaneous frequency; b estimates of zero crossings as a 
function of Nyquist multiple NM ; c difference between estimates of zero crossings and actual zero crossings 
as a function of NM ; d estimates of the weak signal amplitude as a function of NM ; e estimates of weak signal 
frequency as a function of NM ; f difference between weak signal amplitude estimates and actual weak signal 
amplitude as a function of NM ; g difference between weak signal frequency estimates and actual weak signal 
frequency as a function of NM ; h relative error in the weak signal amplitude as a function of NM
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Fig. 14 Sample rate fs = 5.2 GSPS and strong signal with f1 = 3950MHz : a instantaneous frequency with 
weak signal frequency f2 = 3955 MHz; f2 = 3951 MHz; f2 = 3952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 as a function of time; d estimates and actual value of the weak signal frequency f2 ; e zero 
crossing error; f relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 
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Fig. 15 Sample rate fs = 1 GSPS and strong signal with f1 = 3950MHz : a instantaneous frequency with 
weak signal frequency f2 = 3955 MHz; f2 = 3951 MHz; f2 = 3952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 ; d estimates and actual value of the weak signal frequency f2 ; e zero crossing error; f 
relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 
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We next obtain accurate weak signal frequency estimate for the weak 5G signal using 
dynamic sampling. Figure 17a–h show the dynamic sampling at 3950 MHz with three 
tiers where sampling rate fs changes based on data collected in real time. The figure 
shows the instantaneous frequency as a function of time (a); the instantaneous fre-
quency with zero crossings (b); estimates and actual weak signal amplitude (c); estimates 

Fig. 16 Sample rate fs = 65 msps and strong signal with f1 = 3950MHz : a instantaneous frequency with 
weak signal frequency f2 = 3955 MHz; f2 = 3951 MHz; f2 = 3952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 as a function of time; d estimates and actual value of the weak signal frequency f2 ; e zero 
crossing error; f relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 



Page 25 of 35Smith and Lanzerotti  EURASIP Journal on Advances in Signal Processing          (2024) 2024:7  

Fig. 17 Dynamic sampling at 3950 MHz with three tiers where sampling rate fs changes based on data 
collected in real time: a instantaneous frequency as a function of time; b instantaneous frequency with zero 
crossings; c estimates and actual weak signal amplitude; d estimates and actual weak signal frequency; e 
zero crossing error; f relative error in the weak signal frequency estimate; g relative error in the weak signal 
amplitude estimate; h sample rate in each tier determined based on data collected in real time
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and actual weak signal frequency (d); zero crossing error (e); relative error in the weak 
signal frequency estimate (f ); relative error in the weak signal amplitude estimate (g); 
sample rate in each tier determined based on data collected in real time (h). The results 
are summarized in the tables in the next section.

7  Discussion and conclusion
This paper presents results that demonstrate the capability to obtain weak signal param-
eter estimates with very low relative error in multi-tier weak RF and weak 5G signal 
parameter  estimation processes. The low relative error is achieved in real time with a 
dynamic sample rate that is NM = 24 times as large as the frequency of the instantane-
ous frequency. In each tier, the dynamic sample rate takes on a different value thereby 
providing very small relative error for the weak signal parameter estimates.

Tables 3, 4, 5 shows a comparison of the relative error in the weak signal frequency 
estimates using fs = 5.2  GSPS shown in Fig.  5g, 1 GSPS in Fig.  5h, and 65 MSPS in 
Fig. 5i. The results for the relative error for the weak signal frequency estimates are less 
than 2× 10−9 PPM for sample rates of 1 GSPS and 5.2 GSPS. For these sample rates, 
the relative error in the weak signal amplitude ranges from approximately -280 PPM to 
approximately −0.4 PPM. These values for the relative error in the weak signal amplitude 

Table 3 Comparison of weak signal parameter estimates ˜f2 and ˜R2 obtained using a dynamic sample 
rate with estimates obtained using a single sample rate for N = 2 simultaneous signals for weak 
signal parameters f2,l=1 = 855 MHz, f2,l=2 = 851 MHz, f2,l=3 = 852 MHz, and R2,l=1 = R2,l=2 = R2,l=3 = 0.01

l t ˜f2
f̃2,1−f2,1

f2,1

˜R2
R̃2,1−R2,1

R2,1

(µs) (MHz) (PPM) (PPM)

Single sample rate (Fig. 5)

(fs,l=1 = fs,l=2 = fs,l=3 = 5.2 GSPS)

1 0.65 855 1.673× 10
−9 0.00999967 − 12.626

2 3.25 851 −1.4008× 10
−10 0.01 − 0.435

3 5.87 852 −4.1975× 10
−10 0.00999999 − 1.022

Single sample rate (Fig. 5)

(fs,l=1 = fs,l=2 = fs,l=3 = 1 GSPS)

1 0.65 855 1.394× 10
−10 0.0099972 − 280.47

2 3.25 851 0 0.00999986 − 14.49

3 5.87 852 −1.399× 10
−9 0.00999958 − 41.67

Single sample rate (Fig. 5)

(fs,l=1 = fs,l=2 = fs,l=3 = 65 MSPS)

1 0.65 855 0 0.0110381 103813

2 3.25 851 0 0.00997808 − 2192.43

3 5.87 852 -0.0925723 0.0100322 3219.53

Dynamic sample rate withNM = 24(Fig. 12)

(fs,l=1 = 240 MHz,fs,l=2 = 48 MHz,fs,l=3 = 96 MHz)

1 0.65 855 3.137× 10
−8 0.01 427.17

2 3.25 851 −1.129× 10
−7 0.01 426.90

3 5.87 852 1.602× 10
−5 0.01 363.60
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are much lower than the results achieved with fs = 65 MSPS where the relative error in 
the weak signal amplitude ranges from approximately -2192 PPM to 3219 PPM.

Table  4 shows a comparison of the relative error in the weak signal frequency esti-
mates using fs = 5.2  GSPS (Fig.  14), 1 GSPS (Fig.  15), and 65 MSPS (Fig.  16). These 
values for the relative error in the weak signal parameters are lower when dynamic sam-
pling is used in each tier (Fig. 17).

By comparison, use of a dynamic sample rate with NM = 24 in each tier provides 
weak signal parameter estimates with lower relative error in the weak signal param-
eter estimates. In conclusion, this paper demonstrates a capability for obtaining accu-
rate estimates of weak signal parameters using dynamic sampling in a multi-tier weak 
radio frequency signal estimation process. Results show that estimates of the weak signal 
parameters obtained with dynamic sampling are more accurate compared with estimates 
obtained with a single sample rate. Future work will take into account the quantization 
error introduced by an ADC in the sampling process.

Table 4 Comparison of weak signal parameter estimates ˜f2and ˜R2 obtained with dynamic sample 
rate with estimates obtained with a single sample rate for N = 2 simultaneous signals for weak signal 
parameters f2,l=1 = 3955 MHz, f2,l=2 = 3951 MHz, f2,l=3 = 3952 MHz, and R2,l=1 = R2,l=2 = R2,l=3 = 0.01

l t ˜f2 f̃2,1−f2,1

f2,1

˜R2
R̃2,1−R2,1

R2,1

(µs) (MHz) (PPM) (PPM)

Single sample rate (Fig. 4 )

(fs,l=1 = fs,l=2 = fs,l=3 = 5.2 GSPS)

1 0.65 3955 − 2.41131×10
−10 0.00999987 − 12.626

2 3.25 3951 − 2.74841×10
−6 0.01 − 0.434484

3 5.87 3952 1.80986×10
−9 0.00999999 − 1.02269

Single sample rate (Fig. 4 )

(fs,l=1 = fs,l=2 = fs,l=3 = 1 GSPS)

1 0.65 3955 3.61697× 10
−10 0.0099972 − 280.47

2 3.25 3951 3.62063× 10
−10 0.00999986 − 14.4905

3 5.87 3952 7.23943× 10
−10 0.00999958 − 41.6729

Single sample rate (Fig. 4 )

(fs,l=1 = fs,l=2 = fs,l=3 = 65 MSPS)

1 0.65 3955 0 0.00999998 − 2.14799

2 3.25 3951 4.82751× 10
−10 0.01 − 0.316919

3 5.87 3952 −2.41314× 10
−10 0.00999999 − 1.24296

Dynamic sample rate withNM = 24(Fig. 16 )

(fs,l=1 = 240 MHz,fs,l=2 = 48 MHz,fs,l=3 = 96 MHz)

1 0.65 3955 0 0.01 − 280.47

2 3.25 3951 −4.82751× 10
−10 0.01 − 14.4904

3 5.87 3952 1.20657× 10
−10 0.01 − 41.6727
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Appendix: Weak 5G simultaneous signals with a strong signal at 5950 MHz 
and a weak signal at 5955 MHz
We consider another example of two simultaneous 5G signals. The strong signal fre-
quency is f1 = 5950 MHz, and the weak signal is 5955 MHz. Figure 18a–h show the 
instantaneous frequency fN=2 as a function of time (a); estimates of zero crossings 
t̃N=2,n as a function of Nyquist multiple NM (b); difference between estimates of zero 
crossings and actual zero crossings t̃N=2,n − tN=2,n as a function of NM (c); estimates 
of the weak signal amplitude R̃2 as a function of NM (d); estimates of weak signal fre-
quency ˜f2 as a function of NM (e); difference between weak signal amplitude estimates 
and actual weak signal amplitude R̃2 − R2 as a function of NM (f); difference between 
weak signal frequency estimates and actual weak signal frequency ˜f2 − f2 as a func-
tion of NM (g); and relative error in the weak signal amplitude R̃2−R2

R2
 as a function of 

NM (h).

We next consider three values of the sample rate of the instantaneous frequency for 
the two simultaneous 5G signals. Figures 19a–g, 20a–g, and 21a–g show results for the 
case in which the sample rate fs = 5.2  GSPS, fs = 1  GSPS, and fs = 65  msps respec-
tively, and the strong signal has f1 = 5950MHz . The results in the figure show the 
instantaneous frequency with weak signal frequency f2 = 5955 MHz; f2 = 5951 MHz; 
f2 = 5952 MHz, respectively, in the three tiers (a); zero crossings in the instantaneous 

Table 5 Comparison of weak signal parameter estimates ˜f2 and ˜R2 obtained with dynamic sample 
rate with estimates obtained with a single sample rate for N = 2 simultaneous signals for weak signal 
parameters f2,l=1 = 5955 MHz, f2,l=2 = 5951 MHz, f2,l=3 = 5952 MHz, and R2,l=1 = R2,l=2 = R2,l=3 = 0.01

l t ˜f2
f̃2,1−f2,1

f2,1

˜R2
R̃2,1−R2,1

R2,1

(µs) (MHz) (PPM) (PPM)

Single sample rate (Fig. 19 )

 ( fs,l=1 = fs,l=2 = fs,l=3 = 5.2 GSPS)

1 0.65 5955 −6.40587× 10
−10 0.00999987 − 12.6251

2 3.25 5951 0 0.01 − 0.43865

3 5.87 5952 0 0.00999999 − 1.02269

Single sample rate (Fig. 20 )

(fs,l=1 = fs,l=2 = fs,l=3 = 1 GSPS)

1 0.65 5955 0 0.0 − 280.47

2 3.25 5951 −3.20509× 10
−10 0.0 − 14.4913

3 5.87 5952 1.60228× 10
−10 0.0 − 41.6746

Single sample rate (Fig. 21 )

(fs,l=1 = fs,l=2 = fs,l=3 = 65 MSPS)

1 0.65 5955 0 0.00999998 − 2.14798

2 3.25 5951 −6.41018× 10
−10 0.01 − 0.315717

3 5.87 5952 2.08296× 10
−9 0.00999999 − 1.24617

Dynamic sample rate with NM = 24 (Fig. 22 )

 ( fs,l=1 = 240 MHz, fs,l=2 = 48 MHz, fs,l=3 = 96 MHz)

1 0.65 5955 2.4022× 10
−9 0.01 427.162

2 3.25 5951 −1.50639× 10
−8 0.01 426.913

3 5.87 5952 2.29414× 10
−6 0.01 363.589
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frequency as a function of time (b); estimates and actual value of the weak signal ampli-
tude R2 (c); estimates and actual value of the weak signal frequency f2 (d); zero crossing 
error (e); relative error in the weak signal frequency f2 (f ); and relative error in the weak 
signal amplitude R2 (g).

Fig. 18 Strong signal with f1 = 5950MHz : a instantaneous frequency; b estimates of zero crossings as a 
function of Nyquist multiple NM ; c difference between estimates of zero crossings and actual zero crossings 
as a function of NM ; d estimates of the weak signal amplitude as a function of NM ; e estimates of weak signal 
frequency as a function of NM ; f difference between weak signal amplitude estimates and actual weak signal 
amplitude as a function of NM ; g difference between weak signal frequency estimates and actual weak signal 
frequency as a function of NM ; h relative error in the weak signal amplitude as a function of NM
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Fig. 19 Sample rate fs = 5.2 GSPS and strong signal with f1 = 5950MHz : a instantaneous frequency with 
weak signal frequency f2 = 5955 MHz; f2 = 5951 MHz; f2 = 5952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 ; d estimates and actual value of the weak signal frequency f2 ; e zero crossing error; f 
relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 
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We obtain accurate weak signal frequency estimate for the weak 5G signal using 
dynamic sampling. Figure 22a–h show dynamic sampling at 5950 MHz with three tiers 
where sampling rate fs changes based on data collected in real time. The figure shows 
the instantaneous frequency as a function of time (a); instantaneous frequency with zero 

Fig. 20 Sample rate fs = 1 GSPS and strong signal with f1 = 5950MHz : a instantaneous frequency with 
weak signal frequency f2 = 5955 MHz; f2 = 5951 MHz; f2 = 5952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 ; d estimates and actual value of the weak signal frequency f2 ; e zero crossing error; f 
relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 
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crossings (b); estimates and actual weak signal amplitude (c); estimates and actual weak 
signal frequency (d); zero crossing error (e); relative error in the weak signal frequency 
estimate (f ); relative error in the weak signal amplitude estimate (g); and sample rate in 
each tier determined based on data collected in real time (h).

Fig. 21 Sample rate fs = 65 msps and strong signal with f1 = 5950MHz : a instantaneous frequency with 
weak signal frequency f2 = 5955 MHz; f2 = 5951 MHz; f2 = 5952 MHz, respectively, in the three tiers; b zero 
crossings in the instantaneous frequency as a function of time; c estimates and actual value of the weak 
signal amplitude R2 ; d estimates and actual value of the weak signal frequency f2 ; e zero crossing error; f 
relative error in the weak signal frequency f2 ; g relative error in the weak signal amplitude R2 
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